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found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI Web server (https:/ipr.etsi.org/).

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™ and LTE™ are trademarks of ETSI registered for the benefit of its Members and of the 3GPP
Organizational Partners. oneM 2M ™ |ogo is atrademark of ETSI registered for the benefit of its Members and of the
oneM2M Partners. GSM ® and the GSM logo are trademarks registered and owned by the GSM Association.

Foreword

This Technical Specification (TS) has been produced by Joint Technical Committee (JTC) Broadcast of the European
Broadcasting Union (EBU), Comité Européen de Normalisation EL ECtrotechnique (CENELEC) and the European
Telecommunications Standards Institute (ETSI).

The present document is part 2 of a multi-part deliverable. Full details of the entire series can be found in part 1 [1].

NOTE: The EBU/ETSI JTC Broadcast was established in 1990 to co-ordinate the drafting of standardsin the
specific field of broadcasting and related fields. Since 1995 the JTC Broadcast became atripartite body
by including in the Memorandum of Understanding also CENELEC, which isresponsible for the
standardization of radio and television receivers. The EBU is a professional association of broadcasting
organizations whose work includes the co-ordination of its members' activitiesin the technical, legal,
programme-making and programme-exchange domains. The EBU has active members in about
60 countries in the European broadcasting area; its headquartersisin Geneva.

European Broadcasting Union

CH-1218 GRAND SACONNEX (Geneva)
Switzerland

Tel: +41227172111

Fax: +4122717 2481

Modal verbs terminology

In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must” and "must not" are NOT alowed in ETSI deliverables except when used in direct citation.
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Introduction

Motivation

Today Ultra HD services have been launched or are being launched by broadcasters and network operators in many
regions of the world. Besides higher resolution, wider colour gamut and higher frame rate, High Dynamic Rangeisa
highly demanded feature.

Thegoal of ETSI TS 103 433-1 [1], SL-HDR1, isto standardize asingle layer HDR system addressing direct SDR
backwards compatibility i.e. a system leveraging SDR distribution networks and services aready in place and that
enables high quality HDR rendering on HDR-enabled CE devices including high quality SDR rendering on SDR CE
devices.

The goal of the present document is to specify enhancements for single layer Perceptual Quantization (PQ) transfer
function based HDR systems, enabled by signal processing blocks that are similar/the same to those in SL-HDR1.
Similar to SL-HDR1, these enhancements will be enabled by use of dynamic metadata and a post processor in the
Consumer Electronics device.

Pre-processing

At the distribution stage, an incoming HDR signal is analysed and content-dependent dynamic metadata is produced.
This dynamic metadata can be produced in an automatic process or in a manual process where the image quality
resulting of the metadata that has been set manually isjudged on an SDR grading monitor. This dynamic metadata can
be used to create an optimal picture for adisplay that has different characteristics, most noticeably a different maximum
luminance, than the display used when grading the HDR content. The HDR signal is encoded with any distribution
codec (e.g. HEVC as specified in part 1 [1], Annex A) and carried throughout an HDR distribution network with
accompanying metadata conveyed on a specific channel or embedded in an HDR bitstream. The dynamic metadata can
for instance be carried in an SEI message when used in conjunction with an HEVC or VV C codec. The pre-processor
that produces dynamic metadata is not a normative requirement of the present document. Nonethel ess, the pre-processor
is expected to produce a dynamic metadata stream matching the syntax specified in Annex A, Annex L, Annex M or
Annex N.

Post-processing

The post-processing stage occurs just after HDR bitstream decoding. The post-processing takes as input an HDR video
frame and associated dynamic metadata and the characteristic of the attached HDR compliant rendering device in order
to optimize the HDR picture for the rendering device as specified in clause 7.

ETSI
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Structure of the present document

The present document is structured as follows. Clause 1 provides the scope of the present document. Clause 2 provides
references used in the present document. Clause 3 gives essential definition of terms, symbols, abbreviations and
conventions used in the present document. Clause 4 provides information on the end to end system. Clause 5 details the
architecture of the HDR system. Clause 6 specifies the format of the content-based dynamic metadata common to
systems based on ETSI TS 103 433 [i.7] multi-part documents. Specifically to the present document, the metadata are
produced during the HDR-to-SDR decomposition stage and they enable reconstruction of the SDR signal from the
decoded HDR signal using those metadata. Clause 7 specifies the reconstruction process of the SDR signal and an HDR
signal that is adapted to the maximum luminance of the presentation display. The dynamic metadata format specified in
clause 6 is normatively mapped from SEI messages representative of SL-HDR system that are specified for HEVC and
AV C respectively in Annex A and Annex B. Informative Annex C and Annex D provide information on an HDR-to-
SDR decomposition process, and a gamut mapping process. Informative Annex E describes away to transfer dynamic
metadata by embedding it in the video transferred over a CE digital video interface. Informative Annex F proposes a
recovery procedure when dynamic metadata are detected as missing by the post-processor during the HDR signal
reconstruction. The recovery procedure may also be applied in case it is desirable to replace the original metadata by a
fixed tone mapping function, e.g. when graphics overlays are inserted on the decoded video by a mid-device (e.g. STB)
which transmits SL-HDR reconstruction metadata as well as the mixed video to an SL-HDR capable TV. Eventually,
informative Annex G gives reference to a standard mechanism to carry SL-HDR reconstruction metadata through
interfaces and Annex H provides a recommendation on the maximum presentation display luminance that display
adaptation can be used with. Annex | describes avariation (called SL-HDR2+), where the distributed signal has a
maximum luminance in between the maximum luminance of SDR and that of the original HDR signal. Decoders
according to Annex | can reconstruct the original HDR signal, the SDR signal and an output signal with any maximum
luminance in between that of SDR and the original HDR signal, where decoders according to clause 7 can reconstruct
an output signal with any maximum luminance in between that of SDR and the distributed HDR signal. Annex J
provides information on SL-HDR metadata indication for CMAF based applications, and informative Annex K provides
information on the use of SL-HDR in DVB Services. Annex L, Annex M and Annex N specify the SL-HDR
reconstruction metadata to be used with VV C, aWebM container or AV 1 respectively.

The structure of the present document is summarized in Table 1.

Table 1: Structure of the present document

. Normative/Informative
Clause/Annex # Description (in the present document)
Clause 1 Scope of the document Informative
Clause 2 References used in the present document Normative/Informative
Clause 3 Definitions of terms, symbols, abbreviations and Informative
conventions
Clause 4 End-to-end system Informative
Clause 5 Architecture of the HDR system Informative
Clause 6 Metadata format abstraction layer (agnostic to the |Normative
distribution format)
Clause 7 HDR-to-HDR/SDR reconstruction process Normative
Annex A SL-HDR reconstruction metadata using HEVC Normative
Annex B SL-HDR reconstruction metadata using AVC Informative
Annex C HDR-to-SDR decomposition principles and Informative
considerations
Annex D Gamut mapping Informative
Annex E Embedded data on CE digital video interfaces Informative
Annex F Error-concealment and recovery procedure Informative
Annex G ETSI TS 103 433 [i.7] signalling in CTA-861-H Informative
Annex H Minimum and maximum value of L,4;s, for display |Informative
adaptation
Annex | SL-HDR2+ and adaptive presentation display Informative
adaptation
Annex J SL-HDR metadata indication for CMAF based Informative
applications
Annex K Use of SL-HDR in DVB Services Informative
Annex L SL-HDR reconstruction metadata using VVC Normative
Annex M SL-HDR reconstruction metadata using a WebM  |Informative
container
Annex N SL-HDR reconstruction metadata using AV1 Informative
Annex O Change History Informative
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1 Scope

The present document specifies the HDR-to-HDR/SDR content-based dynamic metadata and the post-decoding process
enabling reconstruction from the specified metadata and an HDR signal of an SDR signal (100 cd/m? or less) or an
HDR signal with a maximum luminance ranging from 100 cd/m? to a maximum luminance that is higher than that of
the original HDR signal. This reconstruction processis typically invoked in a Consumer Electronics device such asa
TV set, asmartphone, atablet, or a Set Top Box. Besides, it provides information and recommendations on the usage of
the described HDR system.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
https://docbox.etsi.org/Reference/.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

[1] ETSI TS 103 433-1: "High-Performance Single Layer High Dynamic Range (HDR) System for
use in Consumer Electronics devices, Part 1: Directly Standard Dynamic Range (SDR)
Compatible HDR System (SL-HDR1)".

[2] Recommendation ITU-R BT.709-6 (06-2015): "Parameter values for HDTV standards for
production and international programme exchange”.

[3] Recommendation ITU-R BT.2020-2 (10-2015): "Parameter values for ultra-high definition
television systems for production and international programme exchange”.

[4] Recommendation I TU-T H.264 (06-2019): "Advanced video coding for generic audiovisual
services'.

[5] Recommendation ITU-T H.265 (11-2019): "High efficiency video coding"”.

[6] SMPTE ST 2084:2014 - SMPTE Standard: "High Dynamic Range Electro-Optical Transfer
Function of Mastering Reference Displays'.

[7] SMPTE ST 2086:2018 - SMPTE Standard: "Mastering Display Color Volume Metadata
Supporting High Luminance and Wide Color Gamut Images".

[8] Recommendation ITU-T H.266 (08-2020): "Versatile video coding".

[9] Recommendation ITU-T H.274 (08-2020): "V ersatile supplemental enhancement information

messages for coded video bitstreams’.
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2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] CTA Standard CTA-861-H, December 2020: "A DTV Profile for Uncompressed High Speed
Digital Interfaces'.

[i.2] Recommendation ITU-R BT.2035: "A reference environment for evaluation of HDTV program
material or completed programmes’.

[i.3] Ross N. Williams: "A Painless Guide to CRC Error Detection Algorithms," Version 3, 19 August
1993.

NOTE: Available at https://www.zlib.net/crc_v3.txt.

[i.4] SMPTE Engineering Guideline EG 28-1993: " Annotated Glossary of Essential Terms for
Electronic Production”.

[i.5] SMPTE ST 2094-20:2016: "Dynamic Metadata for Color Volume Transform - Application #2".

[i.6] SMPTE ST 2094-30:2016: "Dynamic Metadata for Color Volume Transform - Application #3".

[i.7] ETSI TS 103 433 (al parts): "High-Performance Single Layer Directly Standard Dynamic Range
(SDR) Compatible High Dynamic Range (HDR) System for use in Consumer Electronics
devices".

[i.8] VP9 Video Codec.

NOTE: Available at https://www.webmproject.org/vp9/.

[i.9] AV1 Bitstream & Decoding Process Specification.

NOTE: Available at http://aomedia.org/avl/specification/.

[1.10] WebM Container Guidelines.

NOTE: Available at https://www.webmproj ect.org/docs/contai ner/.

3 Definition of terms, symbols, abbreviations and
conventions
3.1 Terms

For the purposes of the present document, the following terms apply:

colour correction: adjustment of the luma and chroma components of a signal derived from the HDR signal in order to
avoid hue shift and preserve the colour look of the HDR signal in the SDR signal

colour volume: solid in colorimetric space containing al possible colours a display can produce
decomposed picture: SDR picture derived from the HDR-to-SDR pre-processing stage

NOTE: Type of pre-processed picture.
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display adaptation: adaptation of avideo signal to the characteristics of the targeted Consumer Electronics display
(e.g. maximum luminance of the CE display)

dynamic metadata: metadata that can be different for different portions of the video and can change at each associated
picture

gamut: complete subset of colours which can be represented within a given colour space or by a certain output device
NOTE: Also known as colour gamut.

gamut mapping: mapping of the colour space coordinates of the elements of a source image to colour space
coordinates of the elements of areproduction

NOTE: Gamut mapping intent is not to change the dynamic range of the source but to compensate for differences
in the source and output medium colour gamut capability.

High Dynamic Range (HDR) system: system specified and designed for capturing, processing, and reproducing a
scene, conveying the full range of perceptible shadow and highlight detail, with sufficient precision and acceptable
artefacts, including sufficient separation of diffuse white and specular highlights

luma: linear combination of non-linear-light (gamma-corrected) primary colour signals

luminance: objective measure of the visible radiant flux weighted for colour by the CIE Photopic Spectral Luminous
Efficiency Function [i.4]

luminance mapping: adjustment of the luminance representative of a source signa to the luminance of a targeted
system

original picture: output HDR picture of post-production, HDR picture input to the encoder
NOTE: The source pictureisan original picture which characteristics may have been adjusted for distribution.

post-production: part of the process of filmmaking and video production gathering many different processes such as
video editing, adding visual special effects, transfer of colour motion picture film to video

NOTE: The pre-processed picture is generated during the post-production stage at the encoding site.
pre-processed picture: output picture of SL-HDR pre-processing stage
presentation display: display that the IRD outputs to
reconstructed picture: output picture of SL-HDR post-processing stage

Single Layer High Dynamic Range (SL-HDR) system: system implementing at least one of the parts of the ETSI
TS 103 433 multi-part document [i.7]

sour ce picture: input picture of SL-HDR pre-processing stage
NOTE: Typicaly an HDR picture coming from post-production facilities.

Standard Colour Gamut (SCG): chromaticity gamut equal to the chromaticity gamut defined by Recommendation
ITU-RBT.709-6 [2]

Standard Dynamic Range (SDR) system: system having a reference reproduction using a luminance range
constrained by Recommendation ITU-R BT.2035 [i.2], section 3.2

NOTE: Typicaly no more than 10 stops.

Supplemental Enhancement I nfor mation (SEI) message: carriage mechanism defined in Recommendation
ITU-T H.264 [4] and Recommendation ITU-T H.265 [5] that isintended to assist in processes related to decoding,
display or other purposes

target picture: picture graded on an SDR mastering display

Wide Colour Gamut (WCG): chromaticity gamut larger than the chromaticity gamut defined by Recommendation
ITU-R BT.709-6 [2]
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3.2 Symbols

3.2.1  Arithmetic operators

For the purposes of the present document, the following arithmetic operators apply:

+ Addition

- Subtraction (as a two-argument operator) or negation (as a unary prefix operator)
X Multiplication, including matrix multiplication

xY Exponentiation

NOTE: Specifiesx to the power of y. In other contexts, such notation is used for superscripting not intended for
interpretation as exponentiation.

/ Integer division with truncation of the result toward zero
NOTE: For example, 7/4 and -7/-4 are truncated to 1 and -7/4 and 7/-4 are truncated to - 1.

Used to denote division in mathematical equations where no truncation or rounding is intended
Used to denote division in mathematical equations where no truncation or rounding is intended

R IR

3.2.2 Mathematical functions

For the purposes of the present document, the following mathematical functions apply:

{ X , x>0
Abs( x) -X , X< 0
X , zZ<X
Clip3(x;y;z) Jy |, z>y
z , otherwise
Floor(x) the largest integer less than or equal to x
In(x) natural logarithm of x
logl0( x) the base-10 logarithm of x
X , X<
Min(x;y) Y
y » X>Yy
X , X2y
Max(x;y)
y » X<y
X=Vy.Z X takes on integer values starting fromy to z, inclusive, with x, y, and z being integer numbers and
Z being greater thany

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

AOMedia Alliance for Open Media

ATSC Advanced Television Systems Committee
AV1 AOMediaVideo 1

AVC Advanced Video Coding

BT Broadcasting service (television)

CE Consumer Electronics

CID Company ID
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CIE Commission Internationale de I' Eclairage
CLVS Coded Layer-wise Video Sequence
CMAF Common Media Application Format
CRC Cyclic Redundancy Check

EDC Error Detection Code

EDID Extended Display Identification Data
EOTF Electro-Optical Transfer Function

HDMI High-Definition Multimedia Interface
HDR High Dynamic Range

HDRB HDR Blue component

HDRG HDR Green component

HDRR HDR Red component

HDRY HDR'Y component

HEVC High Efficiency Video Coding

HGC Highlight Gain Control

IRD Integrated Receiver Decoder

LHDR maximum luminance of the HDR mastering display
LSB Least Significant Bit

LSDR maximum luminance of the SDR mastering display
LUT Look-Up Table

MDCV Mastering Display Colour Volume

MSB Most Significant Bit

OBU Open Bitstream Unit

PQ Perceptual Quantization

RGB Red Green Blue colour model

SCG Standard Colour Gamut

SDR Standard Dynamic Range

SDRLUT Standard Dynamic Range Look-Up Table
SEI Supplemental Enhancement I nformation

NOTE: AsinAVC,HEVCand VVC.

SGC Saturation Gain Control

SL-HDR Single Layer High Dynamic Range

SL-HDRI Single Layer High Dynamic Range Information
SMPTE Society of Motion Picture and Television Engineers
ST Standard

STB Set Top Box

TMBLO Tone Mapping Input Signal Black Level Offset
TMO Tone Mapping Operator

TMWLO Tone Mapping Input Signal White Level Offset
VP9 Video Predictor 9

VSVDB Vendor-Specific Video Data Block

VVC Versatile Video Coding

WCG Wide Colour Gamut

3.4 Conventions
Unless otherwise stated, the following conventions regarding the notation is used:

e  Variables specified in the present document are indicated by bold Arial font 9 pointslower camel case style
e.g. camelCase. All those variables are described in clause 6.

. Internal variables of the present document are indicated by italic Cambria math font 10 points style
e.qg. variable.

. Structures of syntactic elements or structures of variables are indicated by Arial font 9 points C-style with
parentheses e.g. structure_of_variables( ). Those structures are defined in Annex E of the present document,
clause 6 of ETSI TS 103 433-1[1], Annex A of ETSI TS 103 433-1 [1], Annex B of ETSI TS 103 433-1 [1],
Annex K of ETSI TS 103 433-1[1] and Annex L of ETS| TS 103 433-1 [1].
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. Bitstream syntactic elements are indicated by bold Arial font 9 points C-style e.g. syntactic_element. All
those variables are defined in Annex A of ETSI TS 103 433-1[1] and in Annex B of ETSI TS 103 433-1 [1].
. Functions are indicated as fund x).

e  Tablesareindicated as table| idx].

4 End-to-end system

Figure 1 shows an end-to-end workflow supporting content production and delivery to HDR and SDR displays and to
displays with any maximum luminance level in-between SDR and HDR. The primary goal of this HDR workflow isto
provide direct HDR backwards compatible servicesi.e. services which associated streams are directly compatible with
HDR Consumer Electronics devices. Thisworkflow is based on technologies and standards that facilitate an open
approach.

It includes a single-layer HDR encoding-decoding, and uses static and dynamic metadata:

. Mastering Display Colour Volume (MDCV) standardized in AV C [4], HEV C [5], Recommendation
ITU-T H.274[9] and SMPTE ST 2086 [7] specifications, MasteringMetadatain WebM specification [i.10]
and HDR MDCV Metadatain AV 1 specification [i.9]; and

e  SL-HDR Information (SL-HDRI) based on both SMPTE ST 2094-20 [i.5] and SMPTE ST 2094-30 [i.6]
specifications.

Single-layer encoding/decoding requires only one encoder instance at HDR encoding side, and one decoder instance at
player/display side. It supports the real-time workflow requirements of broadcast applications.

The elements specifically addressed in the present document are related to the HDR/SDR reconstruction process and the
associated dynamic metadata format.

Display characteristics

HDR/SDR

' HDRISDR presgntation display
HDR/SDR | —Ydeo g
reconstruction |~ — — — B>
MDCV +
HDR video AA SL-HDR
g ey N ey - L =] metadata
‘ > master PQ | Encoding ) Decoding b
Production Post-prod video le.g. HEVC il (e.g. HEVC o —
e -t — — ! Main10) — — — — b — — — — = Main 10) PQ video S
Capfure MDCV + ) MDCV +
mefadata  Colour grading SL-HDR SL-HDR Legacy HDR
]lf;):e spa:rg;i:gng meladata metadata presentation display
Inverse Tone Mapping Main dat:
SL-HDR?2 metadata computation Decoding / HDR/SDR b
Prod / Post-prod / Mastering HDR Encoding Distribution Reconstruction ——

Figure 1. Example of an HDR end-to-end system

5 HDR system architecture

The block diagram in Figure 2 depicts in more detail the HDR decomposition and reconstruction processes. The centre
block included in dash-red box corresponds to the distribution encoding and decoding stages (e.g. based on HEVC
video coding specifications). The left and right grey-coloured boxes respectively enable format adaptation to the input
video signal of the HDR system and to the targeted system (e.g. a STB, a connected TV, etc.) connected with the HDR
system. The black solid line boxes show the HDR specific processing. The additional HDR dynamic metadata are
transmitted on distribution networks typically by way of the SEI messaging mechanism. The present document relates
to both the HDR-to-HDR/SDR signal reconstruction process and the HDR metadata format. The core component of the
HDR decomposition stage is the HDR-to-SDR decomposition that generates an SDR video from the HDR signal .

Optionaly in the IRD, ablock of gamut mapping may be used when the output HDR/SDR picture isrepresented in a
colour space or colour gamut different from the one of the connected display. The parameters of the optional gamut
mapping and their impact on the rendering may be controlled during the post-production stage.
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Optionally in the IRD, a block of HDR-to-HDR signal reconstruction may be used as a display adaptation process. The
dynamic range output of the display adaptation process may be less and may be more than the dynamic range of the
HDR signal input to the HDR-to-SDR signal decomposition process.

. Output

HDR HDR HDR
lommeorm]  [FORESOR L | 0 [ | || [ ORGSR Jsor gus | [Geeman]
i S Tl SDR
I:Bl;t Cﬁ;;::il‘ozttu g signal ! Encoding » Decoding : - signal = mGam_ut > Cctnvelr?ur)r:tct) :—-v Osuép':t
| g decomposition | | i | |_reconstruction | fpf"lgj SRR |
gl-m—m - | SL-HDR metadata (SE! 1 I e i e -
1 HDR decomposition | | message) | SDR reconstruction
Gamut | HDR SRRE y SEHHUE M ongoors oo s B Sy e T s R e A it
mapping | gradllng grading | mapping Distribution codec I e 1|
— — — — 4 monitor monitor — — ( = (e.g. HEVC Main 10) : HORB-HDR HDR, Gamut || Conversion to || Output
A = signal Lmjpfu?J output format | HDR
I| reconstruction |l — — — — — — 1 _|
| HDR display characteristics |
| (e.9. CTA-861-H, [i.1]} |

Figure 2: HDR system architecture overview

An dternative system architecture where the maximum [uminance of the distributed signal isin between that of the
SDR signal and that of the original pictureis specified in Annex I.

6

Dynamic metadata format for HDR-to-HDR/SDR
adaptation

Clause 6 of ETSI TS 103 433-1 [1] specifies the dynamic metadata format for signal reconstruction. In the present
document, the dynamic metadata allow conversion of the HDR signal of the original picture to any maximum
[uminance between SDR (100 cd/m?) and a value higher than the original picture maximum luminance, guided by this
dynamic metadata. A recommendation for the maximum [uminance boundary can be found in Annex H.

Clause 6 of ETSI TS 103 433-1 [1] shall apply to the present document, taking into account the restrictions on allowed
values and the setting of specific values and mapping as specified in Annex A of the present document, and taking the
following exceptions into account.

SL-HDR1 core metadata related clauses:

Clause 6.2.2 "Signal reconstruction information” of ETS|I TS 103 433-1[1]

In the present document, the reconstructed signal can be either an SDR signal in case the presentation display
adaptation of clause 7.3 isnot used in clause 7.2, or an HDR signal if the presentation display adaptation is
used.

Clause 6.3.2.1 "Introduction” of [1]

In the present document, signal_reconstruction_info contains the dynamic metadata that, when combined with
the associated decoded HDR picture, enables reconstruction of either an SDR picture (as described in clause 7)
in case the presentation display adaptation of clause 7.3 isnot used in clause 7.2, or an HDR pictureif the
presentation display adaptation is used.

The note in clause 6.3.3.4 "hdrDisplayMaxLuminance - HDR mastering display maximum luminance” of [1]
does not apply to the present document.

Clause 6.3.4.1 "Introduction” of [1]
In the present document, the source picture (HDR) and not the target picture (SDR) isintended to be encoded
and transmitted on distribution networks.

Clauses 6.3.5.1, 6.3.6.1, 6.3.7.1, and 6.3.8.1 "Introduction” of [1]
In the present document, those variables are used in the HDR-to-HDR/SDR signal reconstruction process
specified in clause 7.
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Gamut M apping related clauses,

. Clause 6.3.2.9 "gamutMappingMode" of [1]
In the present document, the value of gamutMappingMode shall be in the range of 0 to 1, inclusive, and
4t05, inclusive, and 64 to 127, inclusive, see Table 2.

Table 2: Gamut mapping mode

Gamut mapping mode
Implementation dependent method
Explicit parameters (see clause 6.3.9 of [1])
Reserved for ETSI TS 103 433-1 [1]
Reserved for ETSI TS 103 433-1 [1]
Preset #3: P3D65 to BT.709 gamut (see Table 3)
Preset #4: BT.2020 to BT.709 gamut (see Table 4)

Value of gamutMappingMode

G WIN(FO

6-63

Reserved for future use

64 - 127

Unspecified

128 - 255

Reserved for future use

Preset #3 and preset #4 shall only apply to the present document. In the present document, Table 3 and Table 4
respectively provide the predetermined values of the variables that respectively correspond to a gamut
mapping (gamut compression) from P3D65 gamut represented with BT.2020 primariesto BT.709 gamut
represented with BT.709 primaries (preset #3) or from BT.2020 gamut represented with BT.2020 primaries to
BT.709 gamut represented with BT.709 primaries (preset #4).

Table 3: Preset #3: P3D65 gamut with BT.2020 primaries to BT.709 gamut

Gamut mapping variable Variable value
satMappingMode 1
7
satGloballSegRatio 3
29
satGlobal2SegRatioWCG oa
29
satGlobal2SegRatioSCG o4
lightnessMappingMode 2
croppingModeSCG 0
hueAdjMode 3
huePreservationRatio[ ¢ ] {Z; Z; Z; Z; E; Z}
8°8°8°8 8 8
hueAlignCorrectionPresentFlag 1
hueAlignCorrection[ ¢ ] {4;1;2; 4,5; 1}
chromAdjPresentFlag 0
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Table 4: Preset #4: BT.2020 gamut to BT.709 gamut

Gamut mapping variable Variable value
satMappingMode 1
satGloballSegRatio g
29
satGlobal2SegRatioWCG 64
. 29
satGlobal2SegRatioSCG ”
lightnessMappingMode 2
croppingModeSCG 0
hueAdjMode 2
hueGlobalPreservationRatio g
hueAlignCorrectionPresentFlag 1
hueAlignCorrection[ ¢ ] {4:1,2,4,5; 1}
chromAdjPresentFlag 0
7 HDR-to-HDR/SDR signal reconstruction process
7.1 Input streams

The input stream is composed of a decoded PQ, see SMPTE ST 2084 [6], HDR video stream and associated dynamic
metadata that are combined to reconstruct an HDR or an SDR video signal. The dynamic metadata can be conveyed
thanks to two mutually exclusive modes: a parameter-based mode (payloadMode 0) and a table-based mode
(payloadMode 1). Concerning ITU-T or ISO/IEC based video codecs, both payload carriage modes are carried by the
SL-HDR Information SEI message specified in ETSI TS 103 433-1 [1], which message is a User Data Registered SEI
message. The HDR-to-HDR/SDR reconstruction processis specified in clause 7.2. The metadata recomputation
necessary for the HDR-to-HDR reconstruction process is specified in clause 7.3. These processes employ variables
specified in clause 6.2 of [1] and retrieved from parsed and mapped (see clause A.2.3 of [1]) syntax elements of
SL-HDR2 dynamic metadata streams. Semantics attached to the syntax elementsis provided in clause 6.3 of [1].

7.2 Reconstruction process of an SDR or HDR stream

7.2.1 Introduction

Clause 7.2 specifies the reconstruction process enabling the generation of an SDR picture from an HDR picture with
associated dynamic metadata. In this case, the associated dynamic metadata are used unchanged.

Clause 7.2 also specifies the reconstruction process enabling the generation of an HDR picture adapted for the
maximum luminance, L,4;s,, Of the presentation display from an HDR picture with associated dynamic metadata. This
caseis called display adaptation. In this case, the associated dynamic metadata are recomputed first as specified in
clause 7.3 before they are used as specified in the next clauses of clause 7.2. The value of L, 5, can be anywherein
between SDR, 100 cd/m?, and a value higher than the maximum luminance of the HDR grading monitor used to grade
the input HDR picture (source picture). See Annex H for the recommended range of values of L4, to perform display
adaptation with. The maximum supported HDR grading monitor luminance is 10 000 cd/m?.

This processis defined for afull range PQ HDR picture signal, see SMPTE ST 2084 [6]. For an HDR picture defined as
narrow-range signal, an (unspecified) conversion to full range process shall be applied first (e.g. as specified in

Annex A of SMPTE ST 2084 [6]). The specified process assumes that the HDR picture signal is represented with a bit
depth of 10-bit per component.
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The process depicted in Figure 3 can be summarized as follows:

. From the input metadata conveyed in either payloadMode 0 or 1, aluma-related look-up table, lutMapY,is
derived (see clause 7.2.3.1 and clause 7.2.3.3).

. Similarly, from the input metadata conveyed in either payloadMode O or 1, a colour correction look-up table,
1utCC, isderived (see clause 7.2.3.2 and clause 7.2.3.4).

. The next step, described in clause 7.2.4, consists of applying the HDR-to-HDR/SDR reconstruction from the
input HDR picture (source picture), the derived luma-related |ook-up table and colour correction look-up table.
This process produces an output linear-light HDR or SDR picture.

. An optional gamut mapping can be applied when the colour gamut and/or colour space of the output
HDR/SDR picture (as specified by the variable sdrPicColourSpace) and the one of the connected display are
different. If the optional gamut mapping parameters are present in the dynamic metadata, they may be used for
the optional gamut mapping, see clause A.2.2.3 and clause A.2.2.4 of ETSI TS 103 433-1[1].

PQ10 HDR
picture
Derivaton | |
lutMapY [ . | . .
dynamic ’ HDR-t?-S?R | optional gamut | LlnsegkllghttHDR/
metadata —— |y reconstruction : mapping } picture
variables N — L I o
Derivation
| ™ utce :
| |
[

Figure 3: Overview of the SDR reconstruction process

In the next clauses of clause 7.2, the variables picWidth, picHeight and maxSampleVal are defined as follows:

e picWidthand picHeightare the width and height, respectively, of the HDR picture (e.g. as specified by the
syntax elements pic_width_in_luma_samples and pic_height_in_luma_samples inthe HEVC
specification [5]);

e maxSampleValisequal to 2'%i.e. 1 024.

When reconstructing an SDR picture, 100 cd/m? shall be used, in the next clauses of clause 7.2 for the value of the
variable Ly, q;sp,, the maximum luminance of the presentation display and the metadata val ues shall be used unchanged.

When reconstructing an HDR picture with a different maximum luminance L, 4;s, than 100 cd/m?, the metadata values
have to be recomputed first, as specified in clause 7.3, before they can be used in the next clauses of clause 7.2. The
value of L,4;s, Canin this case be anywhere in between SDR, 100 cd/m?, and a val ue higher than the maximum
luminance hdrDisplayMaxLuminance (see clause 6.2.3 of [1]) of the HDR grading monitor used to grade the input
HDR picture (source picture). See Annex H for the recommended range of values of L4, to perform display
adaptation with.

7.2.2 Selecting a reconstruction mode

Clause 7.2.3 describes the processing steps to construct luminance mapping and colour correction tables that are used as
inputs to the SDR stream reconstruction process. The SDR reconstruction process operates on look-up tables
reconstructed from variables (payloadMode 0) specified in clauses 7.2.3.1 and 7.2.3.2 or derived from coded look-up
tables (payloadMode 1) specified in clauses 7.2.3.3 and 7.2.3.4. The SDR picture reconstruction process specified in
clause 7.2.4 is common to both modes (payloadMode 0 and 1).
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7.2.3 Luminance mapping and colour correction tables construction
7.23.1 Luminance mapping table construction from variables (payloadMode 0)

7.2.3.1.1 Introduction

The luminance mapping table construction for payloadMode 0O derives a 1D look-up table /utMapY from the luminance
mapping variables as described in clause 6.2.5 of [1].

This process takes as inputs:
. the HDR picture characteristics variable hdrDisplayMaxLuminance;
° the SDR picture characteristics variable sdrDisplayMaxLuminance; and

. the luminance mapping variables tminputSignalBlackLevelOffset, tmInputSignalWhiteLevelOffset,
shadowGain, highlightGain, midToneWidthAdjFactor, tmOutputFineTuningNumVal,
tmOutputFineTuningX[ i ] and tmOutputFineTuningY[i].

The process generates as output:

. the luminance mapping look-up table /utMapY of maxSampleVal entries.

7.2.3.1.2 Overview of the computation of lutMapY

The look-up table /utMap¥| L], for lumavalues L =0..( maxSampleVal - 1), implements a tone mapping function.
The tone mapping processis shown in Figure 4.

For any Lin 0.. ( maxSampleVal- 1), the lutMap¥| L] is derived by applying the following steps:

. L is converted from the PQ domain to the perceptually uniform domain (uniform lightness), based on the HDR
mastering display maximum luminance, represented by hdrDisplayMaxLuminance, by invoking
clause 7.2.3.1.3, with L asinput and ¥,us as output.

e  Theblack and white level offsets are applied by invoking clause 7.2.3.1.4, with Y,us, the (possibly recomputed)
variables tminputSignalBlackLevel Offset and tmInputSignalWhiteLevelOffset asinputs, and Ysw as output.

e  Thetone mapping curveis applied by invoking clause 7.2.3.1.5, with ¥zw, the (possibly recomputed) variables
shadowGain, highlightGain, midToneWidthAdjFactor and hdrDisplayMaxLuminance asinputs, and Yaq as
output.

e  Thefinetuning processis applied by invoking clause 7.2.3.1.6, with Y.4;, the (possibly recomputed) variables
tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ] and tmOutputFineTuningY[i ], for
i=0..(tmOutputFineTuningNumVal - 1) asinputs and Yzas output.

. Thesignal Yz is processed through a gain limiter by invoking clause 7.2.3.1.7, with Yzand Yyus asinputs, and
Yam as output. A choice is made between limiting ¥z and passing it on unchanged, based on the value of the
(possibly recomputed) variable tminputSignalBlackLevelOffset.

e  Thesignal Yainisconverted from the perceptually uniform domain to the linear-light domain based on the
maximum luminance Ly, 4;s, Of the presentation display, by invoking clause 7.2.3.1.8, with Yim and Ly s, @S
inputs, and ¥ as output. If Ly, isnot equal to 100 cd/m?, the metadata values have to be recomputed first as
specified in clause 7.3.

e  Thefina output /utMap¥| L] is derived from the variable ¥y by invoking clause 7.2.3.1.9.

ETSI



20 ETSI TS 103 433-2 V1.3.1 (2021-08)
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Figure 4. Tone mapping process

The blocks shown in Figure 4 are specified in detail in the clauses 7.2.3.1.3t0 7.2.3.1.9.

7.2.3.1.3 Block "To perceptual uniform signal”
This process takes as input:

. the PQ lumavalue Z; and

e thevariable hdrDisplayMaxLuminance (clause 6.2.3 of [1]).
The process generates as output:

. the perceptual uniform value Yous.

In the first step, Z, whichisa SMPTE ST 2084 [6] compatible PQ signal, shall be converted to normalized linear light
using the PQ EOTF function, PQgrr(N), as specified by equation 4.1 in [6] to yield the linear-light signal Y.

_ 10000

Y, = X PQgorr (4) (1)

Lypr maxSampleVal —1

In the second step, the inverse EOTF, v(x; y), shal be performed on x =Y,, where v(x; y) is the perceptually uniform
colour component, when applied to the linear components, x, normalized to 0..1, where 1 corresponds to the maximum
display luminance of the HDR mastering display hdrDisplayMaxLuminance, and using y = 2,4, in order to get the
perceptually uniform signal Yyus., as specified by equations (2), (3) and (4),

1
10g1o<1 +(p()-1)xx ﬂ)

YY) = T oy @
pO) =1+ @3- 1) x (25)* ©
Ypus = v(Y2; Lupr) 4)

where:

e Lypg shall be the HDR mastering display maximum luminance hdrDisplayMaxLuminance.

7.2.31.4 Block "Black/white level adaptation”
This process takes as inputs:
e  theperceptual uniformvalue, ¥,us; and

. the (possibly recomputed) variablestminputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset.
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The process generates as output:
. the stretched value Yiu.

In this block, the input signal ¥,us shall be adapted by the black and white stretch in order to derive the output signal
Y»u, as specified by equation (5) up to and including (7),

Ypus—blo
Y, = —22 5
bw = 4 _wio—blo ®)
255xtmInputSignalWhiteLevelOffset
wlo = e (6)
510
255x tmInputSignalBlackLevelOffset
blo = pre 7)

2040

The variablestminputSignalBlackLevel Offset and tminputSignalWhiteLevel Offset shall be taken from the structure
luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]). In case display adaptation is
performed, these parameters shall be recomputed as specified in clause 7.3.3 before being used in equations (6) and (7).

7.2.3.1.5 Block "Tone mapping curve"
This process takes as inputs:
e theblack/white adapted value Yo ;

. the (possibly recomputed) variables shadowGain, highlightGain, midToneWidthAdjFactor (clause 6.2.5
of [1]);

e thevariable hdrDisplayMaxLuminance (clause 6.2.3 of [1]); and

e the maximum luminance Ly, Of the presentation display, see clause 7.2.1.
The process generates as output:

. the tone-mapped value, in linear-light domain, Yz

In this block, the input signal Ysw shall be converted by atone mapping curve to the output signal Yaq according to
equation (8).

Yaaj = TMO (Ypw) )

The tone mapping curve 7MO shall be built from (possibly recomputed) variables shadowGain (= base gain),
midToneWidthAdjFactor (= parabolapart), and highlightGain (= differential gain at the end), as well as
hdrDisplayMaxLuminance and Ly 4;,,, as Specified by equations (9) up to and including equation (17). The basics of
the curve for 7MO are explained below and an example is shown in Figure 5.
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Figure 5: Tone mapping curve shape example

The tone mapping curveis applied in a perceptually-uniform domain and is a piece-wise curve constructed out of three
parts, which are specified by three shape parameters.

Parameter #1 is the base gain. This determines the brightness for most of the image except the highlights. It shall be
determined by the variable shadowGain in the structure luminance_mapping_variables( ) of the reconstruction metadata

(clause 6.2.5 of [1]).

Parameter #2 is the highlight differential gain. This determines how much of the detailsin highlightsis preserved, at the
cost of the peak brightness. It shall be determined by the variable highlightGain in the structure
luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]).

Lines#1 and #2 intersect, and together they form an abrupt change in gain. If thisis not desired then a parabola segment
can be inserted, and thisis symmetrical with respect to the original intersection point of the 2 lines.

Parameter #3 is the width of the parabolic segment. It shall be determined by the variable midToneWidthAdjFactor in
the structure luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]).

Equation (9) up to and including equation (17) specify the calculations in order to arrive at the piece-wise constructed

curve.

SGC X x,
ax?® + bx +c,
HGC Xx+1—HGC,

TMO(x) =

0:
a = {_0‘5 x SGC—HGC'

para
0‘
b = {1—HGC SGC+HGC
para T 2

’

0'
€= 1 ((S6c-HGC)xpara—2(1-HGC))®
8X(SGC—HGC)Xpara

x _ 1-HGC para
SGC ™ sgc-HGC 2
X _  1-HGC para
HGC ™ sgc-HGC 2
shadowGain
exposure = ——+ 0,5

ETSI
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Xpoe <x <1

para =0

otherwise

para =0

otherwise (10)

para =0

otherwise
(11)
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expgain = v (LL:;;; ; Lpdl-sp) (13)
Lypr = hdrDisplayMaxLuminance (14
SGC = expgain X exposure (15)
HGC = highlig4htGain (16)

para = midToneWidthAdjFactor (17)

2

If L,qisp isNOt equal to 100 cd/m?, the metadata val ues have to be recomputed first as specified in clause 7.3.

The value of hdrDisplayMaxLuminance, as used in equation (14), shall be taken from the metadata structure
hdr_characteristics( ) as specified in clause 6.3.3.4 of [1].

7.2.3.1.6 Block "Adjustment curve"
This process takes as inputs:
. the tone-mapped value Y.q ; and

e the(possibly recomputed) variables tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ] and
tmOutputFineTuningY[i], for i=0..( tmOutputFineTuningNumVal - 1) (clause 6.2.5 of [1]).

The process generates as output:
. the corrected value Yz.

In this block, the input signal Y4 shall be corrected by the ToneMappingOutputFine TuningFunction function frum( ),
as specified by equation (18).

The ToneMappingOutputFine TuningFunction function frum( ), is a piecewise linear function; see clause 7.3 of [1] for
the computation of fuux( ) from alist of points.

The list of points explicitly defining the ToneMappingOutputFine TuningFunction function shall be the pairs
tmOutputFineTuningX[ i ], tmOutputFineTuningY[ i ], in the structure luminance_mapping_variables( ) of the
reconstruction metadata as specified in clause 6.2.5 of [1], possibly extended with an inferred point at the start and/or at
the end, as specified in clause 6.3.5.9 of [1] and recomputed as specified in clause 7.3.5 in case L, ;5 is greater than

100 cd/n.

NOTE: Therecomputation procedure in clause 7.3.5 may extend the list of point pairs with additional inferred
points.

Y., = fftlum(Yadj), 0=Yy, =1 "
T : (18)
adj» otherwise

An example fine tuning curve is shown in Figure 6.
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. Custom Curve example
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Figure 6: Example fine-tuning curve

7.2.3.1.7 Block "Gain limiter"
This process takes as inputs:

. the value ¥z from clause 7.2.3.1.6;

. the value Ypus from clause 7.2.3.1.3;

e  the (possibly recomputed) variable tminputSignalBlackLevelOffset in the structure
luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]); and

. the variable hdrDisplayMaxLuminance in the structure hdr_characteristics( ) of the reconstruction metadata
(clause 6.2.3 of [1]).

The process generates as output:
. the value Yeiim.

In this block, a choice is made between limiting ¥zand passing it on unchanged, based on the value of the (possibly
recomputed) variable tminputSignalBlackLevelOffset.

When the value of the variable tmInputSignalBlackLevelOffset isequal to O, the output Yz of thisblock shall be the
value Yz

When the value of the variable tmInputSignalBlackLevelOffset is hot equal to O, the value ¥z shall be corrected for
minimum gain based on the ratio of the maximum luminance of the HDR mastering display, Lupr, which is equal to the
variable hdrDisplayMaxLuminance in the structure hdr_characteristics( ) of the reconstruction metadata (clause 6.2.3
of [1]), and the maximum luminance of the SDR mastering display Lspx of 100 cd/m?, using Y;us from clause 7.2.3.1.3,
as specified in equations (19) and (20),

Yg]im = MHX(Y[t,' Ypus X g) (19)
g =v(0,1 + Lgpg; Lspr) + v(1 + Lypr; Lupr) (20)

with theinverse EOTF, v(x, y), taken from eguations (2) and (3).
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7.2.3.1.8 Block "To linear signal”
This process takes as inputs:

e thegainlimited value Yeim; and

e the maximum luminance Ly 4;s, Of the presentation display, see clause 7.2.1.
The process generates as output:

. the linear-light value Y.

In this block the computation of the value ¥y, the input signal Y. shall be converted from the perceptually uniform
domain to the linear-light domain output value ¥, using the EOTF, viv(x;y) as specified in equations (21), (22) and
(23) and shall be based on the maximum luminance L, 4;s, Of the presentation display, see clause 7.2.1.

x_ 2,4
vinv(x; Y) = (%) (21)
y VL
PO) =1 +(33-1) % (75) > (22
Yy = 171'711;(Yglim; Lpdisp) (23)
7.2.3.1.9 Block "Inverse EOTF"

This process takes as inputs:

e thelinear-light value ¥z ; and

e the maximum luminance Ly, Of the presentation display, see clause 7.2.1.
The process generates as output:

e  thevalue lutMap¥| L].

In this block, the inverse PQ EOTF is applied to the value ¥ in order to compute the value of /utMap¥| L] as specified
in equation (24):

lutMapY[ L | = invPQ(Yy X Lygisp) (24)

where;
. invPQ(C) istheinverse of the PQ EOTF as specified by equations 5.1 and 5.2 of [6].

7.23.2 Colour correction table construction from parameter-based mode

(payloadMode 0)

The colour correction table construction for payload mode O derives a 1D look-up table /utCC.

This process takes as inputs:
. the HDR picture mastering display maximum luminance hdrDisplayMaxLuminance (clause 6.2.3 of [1]);
e  the SDR picture mastering display maximum luminance sdrDisplayMaxLuminance (clause 6.2.4 of [1]);
e the maximum luminance Ly 4;s, Of the presentation display, see clause 7.2.1; and

. the colour correction adjustment variables saturationGainNumval, saturationGainX[ i ] and
saturationGainY[i] (clause 6.2.6 of [1]).

The process generates as output:

. the colour correction look-up table /utCC of maxSampleVal entries.
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The value of /utCC[ 0] shall be derived as specified in equation (25):
lutcclo] = 0,125 (25)

For each lumavalue Yin 1..( maxSampleVal- 1), lutCC| Y] shall be derived as specified in equation (26):

lutCC[Y] = Min (lutCC[O] ; (26)

1+c(LupRriLsDRLpdisp) X ¥n>"* 1
YpxMax(Rggf+255; Rggpxg(¥n)) ~ maxsampleval—1

Y

[ ) Y = —’
maxSampleVal-1

n
o gV = figr(Yy) X modFactor + (1 —modFactor) + Ry,
where:
- modFactor = 0, if the Lp,q;5, €quals Lypg;
- modFactor = 1, if the L, 4;5, €quals Lgpg; and
- modFactor = C(LHDR; Lspr; Lpdisp).

e  Thesaturation gain function f;, () is derived from the piece-wise linear pivot points defined by the variables
saturationGainX[ i ] and saturationGainY[i], for i=0..( saturationGainNumVal - 1), see clause 7.3 of [1].
When saturationGainNumVal isequal t0 0, f;4,() = 1 + Rsyp.

. Rsgr = 2 in the present document.
The colour correction function C(LHDR: Lgpr; Lpdisp) shall be derived as specified in equation (27):

_ invPQ(Lpdisp)—invPQ(Lspr) @7
invPQ(LgpRr)—invPQ(LspRr)

C(LHDRi Lspg; Lpdisp) =1
where:
. Lypr shal be the HDR picture mastering display max luminance hdrDisplayMaxLuminance;

. Lgpr shall bethe SDR picture mastering display max luminance sdrDisplayMaxLuminance, which shall be
taken as 100 cd/m?;

®  Lygisp Shall be the maximum luminance of the presentation display, see clause 7.2.1; and

. invPQ(C) shall be the inverse of the PQ EOTF as specified by equations 5.1 and 5.2 of [6].

7.2.3.3 Luminance mapping table retrieval (payloadMode 1)

This process derives, for payload mode 1, a 1D look-up table /utMap Y from the luminance mapping variables specified
in clause 6.2.7 of [1].

This process takes as inputs:

. the luminance mapping table variables luminanceMappingNumVal, luminanceMappingX[i] and
luminanceMappingY[i].

The process generates as output:
. the luminance mapping table /utMapY of maxSampleVal entries.

The variables luminanceMappingX[ i ] and luminanceMappingY[i], for i=0..(luminanceMappingNumVal - 1), shall
correspond to piece-wise linear pivot points representative of the curve fiuma( ) used to derive the look-up table /utMapY.
See clause 7.3 of [1] for the computation of fiuma( ) from thelist of points.
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For any YinO. ( maxSampleVal- 1), lutMapY| Y] shall be derived as specified in equation (28):

wtMapY [V 1= fuma (o) (28)

maxSampleVal—-1

7.2.3.4 Colour correction table retrieval (payloadMode 1)

The process derives, for payload mode 1, a 1D look-up table /utCC from the colour correction table as described in
clause 6.2.8 of [1].

This process takes as inputs:

. the colour correction table variables colourCorrectionNumVal, colourCorrectionX[ i ] and
colourCorrectionY[i].

The process generates as output:
. the colour correction table /utCC of maxSampleVal entries.

The variables colourCorrectionX[ i ] and colourCorrectionY[ i ], for i=0..( colourCorrectionNumVal - 1), shall
correspond to piece-wise linear pivot points representative of the curve fxoma() used to derive the look-up table /utCC.
See clause 7.3 of [1] for the computation of fxems ) from the list of points.

. For any YinO..( maxSampleVal- 1), lutCC[ Y] shall be derived as specified in equation (29):

wtCClY | = fenroma (4) (29)

maxSampleVal — 1

7.2.4 HDR/SDR picture reconstruction from look-up tables and HDR
picture

The HDR/SDR reconstruction process generates the reconstructed HDR/SDR picture from the decoded HDR picture
and the luminance mapping and colour correction tables.

This process takes as inputs:

. a PQ HDR picture made of two-dimensional arrays HDRy, HDRcs, HDRc-of width picWidth and height
picHeight, after applying on the decoded picture an (unspecified) upsampling conversion process to the 4:4:4
colour sampling format, an (unspecified) samples conversion to full range and possibly an (unspecified) bit
depth conversion to 10 bits per component, therefore normalized in theinterval 0..1 023;

e theluminance mapping table /utMapY of maxSampleVal entries,

. the colour correction table /utCC of maxSampleVal entries,

. the maximum luminance of the presentation display Ly ;sp;

. the HDR picture colour space hdrPicColourSpace (clause 6.3.3.2 of [1]);

e thefour matrix coefficients variables matrixCoefficient[ i ] (clause 6.3.2.6 of [1]);

. the two lumainjection variables chromaToLumalnjection[ i ] (clause 6.3.2.7 of [1]); and

. the three "k™ coefficients variables kCoefficient[ i ] (clause 6.3.2.8 [1]).

The process generates as output:

. the linear light 4:4:4 picture made of two-dimensiona arrays HDRr, HDRc, HDRg of width picWidth and
height picHeight, with pixel valuesin the range[0..Lyg;sp]-

NOTE 1: Incase Lygisp, = 100 cd/m?, the picturein the two-dimensional arrays HDRx, HDRs, HDRz can be
converted to an SDR picture by using gamma correction. For L,g;s, > 100 cd/m?, metadata
recomputation for display adaptation is used as specified in clause 7.3.
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NOTE 2: Dueto therestrictionsin Annex A, chromaToLumalnjection[i] =0 and kCoefficient[i]= 0 for all
values of i. The specification below is therefore asimplified version of the onein clause 7.2.4 of [1]
adapted for use in HDR-to-HDR/SDR conversion.

The HDR/SDR reconstruction process shall perform the following successive steps for each pixel x = 0..(picWidth - 1),
y = 0..(picHeight - 1).

. The variables Uposez and Vposez shall be derived as specified in equation (30):

{Upostl = HDR_, [x][y] — midSampleVal (20)

Vpost1 = HDR . [x][y] — midSampleVal
where:
- midSampleValis equal to maxSampleVall 2 =512.
e  Thevariable Yyosez shall be derived as specified in equation (31):
Ypost1 = HDR,, [x][y] (31)
e  Thevariable Y52 shall be derived as specified in equation (32):
Ypost2 = Clip3(0; maxSampleVal — 1; Yy 551) (32

L4 Upostz and Vposez shall be derived from Upost1 and Vpose1 aSSpeCIfled in a]uation (33)

{Upostz = tCC[Ypost2] X Uposer X maxCoef f + mg (33)
Vpost2 = lutCC[Ypostz] X Vpost1 X maxCoef f +my
where:
- maxCoeff=1,8814 when hdrPicColourSpace isequal to 1;
- maxCoeff =1,8556 when hdrPicColourSpace isequal to 0,
- m3z =matrixCoefficient[ 3 ].
. The variables R;, G1, B; shall be derived as specified in equation (34):
R, 1 0 my 1
Gl = [1 m1 m2 X UpostZ (34)
B, 1 mg O Vpost2

where m; =matrixCoefficient[i] and i € [0, 3].
. The variables Rz, Gz, Bz shall be derived from R;, G, B; as specified in equation (35):

Ry = utMapY [Ypose2] X Ry)
GZ = lutMapY[YpostZ] X Gl) (35)
B, = lutMapY[YpostZ] X B;)

e  Theoutput ssmples HDRr/ x [[ y ], HDRc[ x ][ y ], HDRz[ x ][ y ] shall be derived from Rz, G, B> as specified

in equation (36):
HDRg[x][y] = 10 000 X PQgorr(R;)
HDRg[x][y] =10 000 X PQgorr(G>) (36)
HDRg[x][y] = 10 000 X PQgorr(B;)

where:

- HDRg, HDR; and HDRy, arein the linear light domain and in the range [0..Ly4;5p];
- Lypaisp 1S the maximum luminance of the presentation display, see clause 7.2.1;

- PQgorr(N) isthe PQ EOTF function as specified by equation 4.1 in [6].

ETSI



29 ETSI TS 103 433-2 V1.3.1 (2021-08)

7.3 Metadata recomputation for presentation display adaptation

7.3.1 Introduction

Clause 7.2 specifies the reconstruction process enabling the generation of an SDR picture, a picture with a maximum
[uminance of 100 cd/m?, from an HDR picture with associated dynamic metadata. Clause 7.2 also specifiesthe
generation of an HDR picture adapted for the maximum luminance, L, 4;s,, Of the presentation display in case Ly q;sp 1S
anywhere in between 100 cd/m? and a value higher than the maximum luminance of the HDR grading monitor. See
Annex H for the recommended range of values of L, 4;s;, to perform display adaptation with.

For the adapted HDR picture generation, or display adaptation, certain metadata needs to be recomputed before it can
be used in clause 7.2. Clause 7.3 specifies the recomputation of that metadata. In particular, the metadata variables that
have to be recomputed are;

° tmwSignalWhiteLevelOffset;

. tminputSignalBlackLevelOffset;
° shadowGain;

. highlightGain;

° midToneWidthAdjFactor;

. tmOutputFineTuningX[ i ]; and
U tmOutputFineTuningY[i ].

These metadata variables are recomputed based on the maximum luminance of the presentation display Lpaisp, and the
maximum luminance of the HDR grading monitor, hdrDisplayMaxLuminance (clause 6.2.3in ETSI
TS 103 433-1[1]), as specified the next clauses of clause 7.3.

NOTE: The metadata recomputation is not applicable for the table-based mode (payloadMode 1).

7.3.2 Scaling factor computation

The scaling factors scale, scaleHor and scaleVer shall be computed, as specified in equations (37) up to and including
(41):

L
o= v (P22 L) (37)

L
A=v (LHi: Lpdisp) (38)

pdisp
_ (A=Dx(x+1)

scale = GrDxGe—D (39)
scaleHor = % (40)
scaleVer = Max (g ; 0) (41)

where:

. Lypg isthe maximum display mastering luminance from the variable hdrDisplayMaxLuminance in the
structure hdr_characteristics( ) of the reconstruction metadata (clause 6.3.3.4 in [1]);

. Lspr isthe maximum SDR luminance (100 cd/m?);
®  Lygisp iSthe maximum luminance of the presentation display; and

. v(x; y) shall betaken from equations (2) and (3) in clause 7.2.3.1.3.
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NOTE: k> 1for Lypr > Lspg-

7.3.3 Recomputation for "Black/white level adaptation” parameters

The parameters to be recomputed for display adaptation for the block "Black/white level adaptation” in Figure 4 and
clause 7.2.3.1.4 shall be recomputed as specified by equations (42) and (43):

TMWLOp, = TMWLO X Max(scaleHor; 0) (42)
where;
e scaleHor shal be taken from equation (40) in clause 7.3.2;

. TMWLO isthetminputSignalWhiteLevelOffset from the structure luminance_mapping_variables( ) of the
reconstruction metadata as specified in clause 6.2.5in [1]; and

. TMWILOpa isthe recomputed tminputSignalWhiteLevel Offset to be used for display adaptation in the block
"Black/white level adaptation” in Figure 4 and clause 7.2.3.1.4.

TMBLOp, = TMBLO X Max(scaleHor;0) (43)
where:
. scaleHor shal be taken from equation (40) in clause 7.3.2;

. TMBLO isthetminputSignalBlackLevelOffset as stored in the structure luminance_mapping_variables( ) of
the reconstruction metadata as specified in clause 6.2.5in [1]; and

. TMBLOpa isthe recomputed tminputSignalBlackLevel Offset to be used for display adaptation in the block
"Black/white level adaptation” in Figure 4 and clause 7.2.3.1.4.

7.3.4 Recomputation for "Tone mapping curve" parameters

The parameters to be recomputed for display adaptation for the block "Tone mapping curve" in Figure 4 and
clause 7.2.3.1.5 shall be recomputed as specified by equations (44) up to and including (52):

MIDX = =25 (44)
SGC—-HGC
MIDX,, = MPXXSGC-D) o (1 — scale) + MIDX (45)
MIDYp, = —1 X MIDXp, + MIDX x (SGC + 1) (46)
_ MIDYpgy
SGCoa = pr (47)

where:
. scale shall be taken from equation (39) in clause 7.3.2; and

. SGCand HGC shall be computed according to equations (15) and (16) in clause 7.2.3.1.5 using the unmodified
metadata and using L5, equal to 100 cd/me.

NOTE: Dueto thelimitations on highlightGain and shadowGain, see clauses 6.3.5.4 and 6.3.5.5 of [1],
HGC<0,5; expgain>1 for Lupr> Lpaisp, €xposure > 0,5and therefore SGC > 0,5.

parap, = v(Abs(scale); Lypr) X para (48)
where:
e  parashall be computed according to equation (17) in clause 7.2.3.1.5 using the unmodified metadata; and

. v(x; y) shall betaken from equations (2) and (3) in clause 7.2.3.1.3.
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0, lfMIDXDA_1 =0

HGChs = Ma (% ;0), otherwise (49)
MIDXpa—1
shadowGainp, = (@ - 0,5) X 4 (50)

where:
e  Jlistaken from equation (38), and

. shadowGainpa is the recomputed shadowGain to be used for display adaptation in the block " Tone mapping
curve' in Figure 4 and clause 7.2.3.1.5.

highlightGainp, = HGCp, X 4 (51)
where:

. highlightGainpa is the recomputed highlightGain to be used for display adaptation in the block "Tone
mapping curve" in Figure 4 and clause 7.2.3.1.5.

midToneWidthAdjFactorp, = parap, X 2 (52
where:
. midToneWidthAdjFactorpa isthe recomputed midToneWidthAdjFactor to be used for display adaptation in
the block " Tone mapping curve" in Figure 4 and clause 7.2.3.1.5.
7.3.5 Recomputation for "Adjustment curve" parameters

The parameters to be recomputed for display adaptation for the block " Adjustment curve" in Figure 4 and
clause 7.2.3.1.6 shall be recomputed as specified by equations (53) up to and including (56).

First, the points tmOutputFineTuningX[ i ], which are values in the perceptual uniform domain of the SDR image, shall
be scaled to the corresponding values for the input HDR image at the mastering display (source picture) by ‘going
backwards' through the block "Tone mapping curve" and the block "Black/white level adaptation” in the tone mapping
process, see Figure 4. Going backwards means that first the inverse tone mapping has to be applied and then the inverse
black/white adaptation, see equation (53):

Xigpr = BWAD;y, (TMOinv(xi)) (53)
where:

. xiisthetmOutputFineTuningX[ i ] as stored in the structure luminance_mapping_variables( ) of the
reconstruction metadata as specified in clause 6.2.5 in [1];

e x_;, =0,incaseanadditiona inferred point (0; 0) isrequired, as specified in clause 6.3.5.9 in [1];

d xtmOut]JutFineTuningNumVal = 11 in case an additional inferred pOI nt (1' 1) is ra:]Ui red, asspeCIfled n
clause 6.3.5.9in[1];

®  Xupp s the scaled x;, including if applicable the valuesfor i = —1 and i = tmOutputFineTuningNumVal,
corresponding to the input HDR image at the mastering display (source picture);

. TMO0;,, (x) istaken from equation (7) in[1], using the values of the variables shadowGain, highlightGain
and midToneWidthAdjFactor in the structure luminance_mapping_variables( ) of the reconstruction metadata
(clause 6.2.5in[1]); and

®  BWADuy,(Yyy) = Ypys ascomputed by equation (54):

=(1 255XtmInputSignalWhiteLevelOffset 255xtmInputSignalBlackLevelOffset XY,
U 510 B 2040 bw

255xtmInputSignalBlackLevelOffset
2040

Ypus

(54)
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where:

. tminputSignalBlackLevelOffset shall be taken from the structure luminance_mapping_variables( ) of the
reconstruction metadata (clause 6.2.5 in [1]); and

° tminputSignalWhiteLevelOffset shall be taken from the structure luminance_mapping_variables( ) of the
reconstruction metadata (clause 6.2.5 in [1]).

Next, the corresponding values for the HDR image at the mastering display, x;,,, ., are scaled to correspond to the

image at the presentation display, using the block "Black/white level adaptation” and the block "Tone mapping curve"
in the encoder, see equation (55):

Xipg = TMOps (BWADp4(xiy50)) (55)
where:

X;,, 1s the recomputed x;, including if applicable the valuesfor i = —1 and

i = tmOutputFineTuningNumVal, to be used for display adaptation in the block "Adjustment curve" in
Figure 4 and clause 7.2.3.1.6;

e BWADp, (Ypus) = Y, 8 computed by equations (5) up to and including (7) in clause 7.2.3.1.4 and using the
recomputed tminputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset from equations (42) to
(43) in clause 7.3.3; and

. TMOp,4(X) isTMO(X) from equations (8) up to and including (17) in clause 7.2.3.1.5, with the parameters as
recomputed according to clause 7.3.4.

Last, the points tmOutputFineTuningY[ | ], are scaled to what they should be for the image at the presentation display
with equation (56) using the scaling factor scaleVer derived with equation (41) in clause 7.3.2:

Yips = Min ((yi —x;) X scaleVer + x;,, ; 1) (56)
where:
. scaleVer shal be taken from equation (41) in clause 7.3.2;

e  yiisthetmOutputFineTuningY[ | ] as stored in the structure luminance_mapping_variables( ) of the
reconstruction metadata as specified in clause 6.2.5 in [1];

e y_; =0,incaseanadditiona inferred point (0; 0) isrequired, as specified in clause 6.3.5.9 in [1];

. Y tmoOutputFineTuningNumval = 1, 1N case an additional inferred point (1; 1) isrequired, as specified in
clause 6.3.5.9in[1]; and

* Y, istherecomputed y; including if applicable the valuesfori = —1 and i =

tmOutputFineTuningNumVal, to be used for display adaptation in the block "Adjustment curve" in Figure 4
and clause 7.2.3.1.6.

In case the x-coordinate of the starting point of the list of pairs (x;,, ,; v;,,) islarger than zero, or if the x-coordinate of

the ending point is smaller than one, the list is extended before it is used in the block " Adjustment curve" with one or
two inferred points, such that the starting point of the list is always (0; 0) and the end point isaways (1; 1).
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Annex A (normative):
SL-HDR reconstruction metadata using HEVC

Annex A of ETSI TS 103 433-1 [1] specifies the format of the SEI message that carries the SL-HDR reconstruction
metadata for HEV C specification [5] as well as the mapping between the syntax elements of this SEI message and the
dynamic metadata variables provided in clause 6 of [1].

Annex A of [1] shall apply to the present document, except for the following.

Clause A.2.2.4 of [1] "SL-HDR SEI message semantics':

In bitstreams conforming to the present document, the value of sl_hdr_mode_value_minus1 shall be equal to
1.

In bitstreams conforming to the present document, the value of sl_hdr_spec_major_version_idc shall be
equal to 1.

In bitstreams conforming to the present document, the value of sl_hdr_spec_minor_version_idc shall be
equal to 1.

In bitstreams conforming to the present document, the value of original_picture_info_present_flag may be
equal toOor 1.

NOTE 1: The optional functionality specified in Annex | usestheinformation in the field

original_picture_max_luminance.

In bitstreams conforming to the present document, the value of sl_hdr_extension_present_flag shall be equal
to 0.

Decoders that comply with optional functionality specified in Annex | of the present document should process
the value of original_picture_max_luminance if it is present in a bitstream.

In bitstreams conforming to the present document, it is recommended that thesrc_mdcv_info_present_flag is
equal to 1.

In bitstreams conforming to the present document, if the src_mdcv_info_present_flag isequal to O, an
MDCV SEI message shall be present in the CLVS.

In bitstreams conforming to the present document, if the src_mdcv_info_present_flag is equal to 1, the value
of original_picture_primaries, if present, shall be equal to 1 in casethe src_mdcv_primaries_x[ c],
src_mdcv_primaries_y[ c], src_mdcv_ref_white_x, src_mdcv_ref_white_y indicate the Recommendation
ITU-RBT.709 [2] colour space, or 9 in case they indicate the Recommendation ITU-R BT.2020 [3] colour
space, or 12 in case they indicate the P3 colour space.

In bitstreams conforming to the present document, if the src_mdcv_info_present_flag is equal to O, the value
of original_picture_primaries, if present, shall be equal to 1 in case the display primariesin the MDCV SEI
message indicate the Recommendation ITU-R BT.709 [2] colour space, or 9 in case they indicate the
Recommendation ITU-R BT.2020 [3] colour space, or 12 in case they indicate the P3 colour space.

NOTE 2: The two constraints above indicate that the original picture and the source picture, when different, have

the same colour gamut.

In bitstreams conforming to the present document, the value of original_picture_min_luminance, if present,
shall be equal to 0.

In bitstreams conforming to the present document, the value of target_picture_max_luminance, if present,
shall be equal to 100.

In bitstreams conforming to the present document, the value of target_picture_min_luminance, if present,
shall be equal to 0.

In bitstreams conforming to the present document, the values of chroma_to_luma_injection[ i ] shall be equal
toOfor al valuesof i.
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In bitstreams conforming to the present document, the values of k_coefficient_value[ i ] shall be equal to O for
al valuesof i.

Decoders that comply with the present document shall ignore the values of sl_hdr_extension_6bits and
sl_hdr_extension_data_byte[i] for al values of i, if they are present in a bitstream.

In bitstreams conforming to the present document, gamut_mapping_mode equal to 4 and 5 specifies
predetermined val ues used by the gamut mapping process (documented in Annex D) to respectively map the
P3D65 (preset #3) or the BT.2020 (preset #4) gamut of the reconstructed picture to BT.709 gamut. In
bitstreams conforming to the present document, the value of gamut_mapping_mode shall be in the range of O
to 1, inclusive, intherange of 4 to 5, inclusive, or in the range of 64 to 127, inclusive. See also Table 2,
Table3 and Table 4 in clause 6.
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Annex B (informative):
SL-HDR reconstruction metadata using AVC

Annex B of ETSI TS 103 433-1 [1] specifiesthe format of the SEI message that carries the SL-HDR reconstruction

metadata for AV C specification [4] as well as the mapping between the syntax elements of this SEI message and the
dynamic metadata variables provided in clause 6 of [1].

AV C is not supported by the present document.
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Annex C (informative):
HDR-to-SDR decomposition principles and considerations

The HDR-to-SDR decomposition process aims at converting the input linear-light 4:4:4 HDR, to an SDR compatible
version (also in 4:4:4 format). The process also uses side information such as the mastering display peak |luminance,
colour primaries, and the colour space in which the HDR and SDR pictures are represented. In the present document,
the HDR-to-SDR conversion operates without changes of the colour gamut or space. The HDR and SDR pictures are
defined in the same colour gamut or space. However, the pre-processor may include optional gamut mapping
parameters in the dynamic metadata that the IRD can use to perform gamut mapping after reconstruction of the
HDR/SDR signal to a different colour gamut or space than the one of the input HDR picture (source picture).

The HDR-to-SDR decomposition process generates an SDR backwards compatible version from the input HDR signal,
using an invertible process that guarantees a high quality reconstructed HDR/SDR signal.

The processis summarized in Figure C.1.

Input Output
PQ10 HDR PQ1DHDR
icture > picture +
pic dynamic
» metadata
Picture dynamic | Derivation | HDR-to-SDR
analysis metadata | © | lutMapY o | reconstruction
variables SDR picture
HDR _V
grading Derivation SL';R —
monitor lutCC grading
monitor

Figure C.1: synopsis of the HDR-to-SDR decomposition process

Theinput PQ HDR pictureis assumed to be graded on an HDR monitor. Only the HDR monitor is shown in Figure C.1
without the rest of the HDR grading process. However, the characteristics of the HDR grading monitor are used in the
picture analysis block and are part of the generated metadata.

First, from the input HDR picture (source picture) and its characteristics, the dynamic metadata variables are derived in
the block "Picture analysis'. This may be an automatic process, e.g. aprocess as described in clause C.3 of ETSI

TS 103 433-1[1], in which case the blocks "Derivation lutMapY", "Derivation [utCC" and "HDR-to-SDR
reconstruction” as well as the SDR grading monitor are not required, or a process where a human grader observes the
SDR grading monitor while adjusting the metadata parameters for an optimally graded SDR picture.

In case the SDR grading monitor is used, the look-up tables /utMapY and /utCC are computed as specified in
clauses 7.2.3.1 and 7.2.3.2, from the dynamic metadata variables. These look-up tables are used in the "HDR-to-SDR
reconstruction” block as specified in clause 7.2.4 to generate the SDR output for the SDR grading monitor.

The output to the video encoder for e.g. video distribution is the output PQ HDR picture, together with the dynamic
metadata variables. The dynamic metadata variables are stored in the SEI messages as specified by Annex A of [1] as
adapted by Annex A of the present document.

Example values of matrix_coefficient_value[i] for all valuesof i can befound in Table F.1.
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Annex D (informative):
Gamut mapping

This annex provides the description of a (forward) gamut mapping (i.e. gamut compression) process that could apply in
a display adaptation scenario typically when the output HDR picture of the HDR-to-HDR/SDR reconstruction process
is provided in awide colour gamut (e.g. Recommendation | TU-R BT.2020-2 [3] as specified by the variable
hdrPicColourSpace), and is different from the colour gamut supported by the target presentation display (typically
Recommendation ITU-R BT.709-6 [2] as specified by the variable sdrPicColourSpace).

Figure D.1 illustrates a typical scenario where (forward) gamut mapping is required. In this example, the HDR content
is graded on a P3D65 HDR monitor (signalled by hdrDisplayColourSpace) and represented in Recommendation
ITU-R BT.2020-2 [3] colour space (signalled by hdrPicColourSpace). However, the target HDR or SDR presentation
display supports only Recommendation ITU-R BT.709-6 [2] colour space (signalled by sdrPicColourSpace).
Therefore, a (forward) gamut mapping from Recommendations I TU-R BT.2020-2 [3] to BT.709-6 [2] isrequired in

addition to the dynamic range mapping from HDR to HDR/SDR.
BT.709

Display characteristics
HDR/SDR

resentation displa
HDR/SDR B el

: i
P3D65 in P3D65 in HDR/SDR _video g |
BT.2020 BT.2020 reconstruction >
MDCV +
. HDR video AA SL-HDR
- 5 v metadata
) > master PQ ®l Encoding [ pa ™ Decoding | ‘ bt
Production Post-prod video (e.g. HEVC atisam (e.g. HEVC [ [
Ll P Main 10) - Main 10) PQ video
Capture MDCV + MDCV + <
metadata  Colour grading SL-HDR SL-HDR Legacy HDR
¥§:chr:§;snrgng metadata metadata presentation display
Inverse Tone Mapping P3D65 in
SL-HDR2 metadata computation Decoding / HDR/SDR BT.2020
Prod / Post-prod / Mastering HDR Encoding Distribution Reconstruction

Main data

Figure D.1: Example of use case requiring a gamut mapping

Unlike ETSI TS 103 433-1 [1] that applies a gamut mapping process during the (post-) production stage, the optional
gamut mapping process documented in the present document may be applied in the IRD during the post-processing
stage.

Notations and definitions of clause D.2 of [1] should apply to this annex. The gamut mapping process used in the
present document should be the forward gamut mapping process documented in clause D.3 of [1].

The interface of SL-HDR2 reconstruction with the gamut mapping process is as documented in clause D.4.2 of [1].
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Annex E (informative):
Embedded data on CE digital video interfaces

E.1 Introduction

Annex E defines the methods to transmit two kinds of data over CE digital video interfaces (e.g. HDMI, DisplayPort):

1) SL-HDR metadatain the form of the SL-HDR Information SEI message, sl_hdr_info(), see clause A.2.2
of ETSI TS 103 433-1[1].

2)  GraphicsIndicator bit.

The SL-HDR metadata can consist of Mastering Display Colour Volume (MDCV) metadata and SL-HDR Information
SEI messages. Alternatively, the SL-HDR Information SEI message can contain MDCV metadata, see the description
of thesrc_mdcv_info_present_flag field in clause A.2.2.4 of [1]. When transmitting SL-HDR metadata using the
interface specified in this annex, and the src_mdcv_info_present_flag in areceived SL-HDR Information SEI
message equals zero, the contents of the received MDCV metadata is copied to the structure sl_hdr_info() and the
src_mdcv_info_present_flag field is set to one before transmitting the SL-HDR Information SEI message over the CE
digital video interface. Depending on the format of the received MDCV metadata, aformat translation may be required.

The method to transmit SL-HDR metadata as specified in this annex, is only suitable for applications that use the
parameter-based mode of SL-HDR (payloadMode 0).

Transmission of the Graphics Indicator bit can also be combined with the method to transmit SL-HDR metadata as
specified in this annex.

E.2  Supported video formats

Data embedding is supported for video formats with the following characteristics:
e RGB 4:4:4, Y'C,C' 4:4:4,Y'CwC'; 4:2:2 and Y'C'vC'; 4:2:0;

. at least 10 bits per component (12 or more recommended) for transmission of SL-HDR Information SEI
messages;

e  atleast 12 bits per component for Graphics Indicator bit;
. at least 1 280 pixels on aline (1 920 or more recommended) for RGB 4:4:4, Y'C'wC' 4:4:4 and Y'C,C' 4:2:2;

. at least 2 560 pixels on aline (3 840 or more recommended) for Y'C',C'r 4:2:0.

E.3 Metadata packets

E.3.1 Introduction

A metadata packet containing an SL-HDR Information SEI message is embedded in the first line of video frames.
Clause E.3.2 defines the syntax of the metadata packets, clause E.3.3 defines the semantics of the metadata packet and
clause E.3.4 defines the embedding mechanism.

E.3.2 Metadata packet syntax

An SL-HDR Information SEI message is contained in the payload of a variable length metadata packet. The syntax of
the metadata packetsis defined in Table E.1. The semantics of the packets are defined in clause E.3.3.
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Table E.1. Metadata packet syntax

Syntax Descriptor
metadata_packet() {
content_id u(8)
packet_length u(8)
sl_hdr_info() (see note)
while (!byte_aligned())
packet_bit_equal_to_zero /* equal to 0 */ f(1)
for (i=0; i < numReservedBytes: i++) {
packet_reserved_byte u(8)
}
packet_edc u(32)
}
NOTE: See clause A.2.2 of [1].

E.3.3 Metadata packet semantics

A metadata packet consists of a 2-byte header, a variable length payload and a 4-byte Error Detection Code (EDC). The
payload is an integer number of bytes containing the SL-HDR Information SEI message for a single video frame,
starting from the first byte after the length field. Optionally reserved bytes may be added to the metadata_packet().

content_id identifies the type of content contained in the packet according to the description in Table E.2.

Table E.2: content_id description

content_id Description
0x38 The packet contains an SL-HDR Information SEI message that may be different
from the SL-HDR Information SEI message contained in the previous video
frame
0x39 The packet contains an SL-HDR Information SEI message that is a repetition of
the SL-HDR Information SEI message contained in the previous video frame
other Reserved

packet_length isan unsigned integer indicating the number of SL-HDR Information SEI message bytes and reserved
bytes contained in the packet.

byte_aligned() is specified in clause 7.2 of the HEV C specification [5].
packet_bit_equal_to_zero isone bit equal to 0.

packet_reserved_byte isan unsigned integer. Additional bytes may be added in a future version of the present
document. For the current version numReservedBytes istypicaly 0, but implementations should be able to deal with
reserved bytesin the packet.

NOTE: The number of additional bytesis determined from the value of packet_length and the size of the
s_hdr_info() field.

packet_edc isa4-byte field containing an error detection code computed over all bytes of the packet preceding
packet_edc. This EDC uses a CRC-32 polynomial with the following characteristics (refer to [i.3]):

Width: 32
Poly: 0x04C11DB7

Init; 0x00000000
RefIn: False
RefOut: False
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XorOut:  0x00000000
Check: O0x89A1897F

E.3.4 Metadata packet embedding

M etadata packets containing the SL-HDR Information SEI message are embedded in the first video line of each frame.
The data applies to the frame following the one in which it is embedded.

One bit per pixel isavailable for including the data. It depends on the video format which bits are used for embedding
the data, as follows:

For RGB 4:4:4 bit 0 (LSB) of al B samples are used.

For Y'C',C'r 4:4:4 bit 0 (LSB) of al C', samples are used.

For Y'C',C'r 4:2:2 bit 0 (LSB) of al C', and C'; samples are used.
For Y'C',C'y 4:2:0 bit O (LSB) of al C', samples are used.

NOTE: The bit alocation as described above isindependent of the number of bits (10, 12 or 16) per sample. For
example, if 10-bit video data from the decoder is output as 12-bit Y'C',C's 4:2:2, bit 0 is used for the
metadata packet embedding on the video interface.

Bits available for embedding the metadata packets are numbered from 0 to N-1 in the order of the transmission of the
samples on the interface, where N is the number of pixelson avideo line.

A stream of bytes, numbered from 0 to (N/8 - 1), is mapped onto this stream of bits as depicted in Figure E.1.

MSB ByteO Lss | mMsB Byte1 LSB

Figure E.1: Mapping metadata on video

The stream of bytes contains at |east one instance of the metadata packet. Two instances with the same content are
included if sufficient bytes are available.

Thefirst instance isincluded sequentially from the first byte of the stream. The second instance isincluded sequentially
from exactly halfway the stream of bytes. Bytes of the stream that do not contain metadata packet data are set to 0.

EXAMPLE: A 1920 pixel line allows for a stream of 240 bytes, mapped onto 1 920 bits. If the SL-HDR
Information SEI message has a length of 68 bytes, the metadata packet length will be 74 bytes.
Thefirst instance will be contained by bytes 0 to 73, the second instance will be contained by
bytes 120 to 193 of the stream of bytes. All other bytes are 0.

E.4  Graphics Indicator bit

Source devices that send SL-HDR Information SEI messages over the CE digital video interface are recommended to
also support the generation and transmission of a Graphics Indicator bit for each output pixel. The Graphics Indicator
bit flags for the pixel that it should be treated by the Sink device as a graphics overlay pixel.

Thishit isincluded as the Least Significant Bit (LSB) of the Y-component (in Y'C'wC'r mode) or the G-component (in
RGB mode) on a 12-bit or 16-bit video output.

Source devices that do not support the generation of the Graphics Indicator bit set the LSB of the Y -component (in
Y'C'wC'y mode) or the G-component (in RGB mode) on 12-bit and 16-bit video outputs to O.
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E.5 Signalling SL-HDR Dynamic Metadata

E.5.1 Introduction

SL-HDR compliant display devices that have the ability to receive SL-HDR metadata transmitted according to the
method described in this annex and/or have the ability to read Graphics Indicator bits indicate SL-HDR support to
source devices by means of a Vendor-Specific Video Data Block (VSVDB) in their EDID. See clause E.5.2 for details.

Source devices signal the presence of SL-HDR metadata and/or Graphics Indicator bits in the video stream according to
the method specified in this annex by means of the SL-HDR Dynamic Metadata InfoFrames. See clause E.5.3 for
details.

E.5.2 VSVDB to signal SL-HDR support

The format of the VSVDB to signal SL-HDR support is shown in Table E.3.

Table E.3: VSVDB for SL-HDR

Byte # 7 | 6 | 5 | 4 3 | 2 | 1 | 0
1 Tag Code = 0x07 (Use extended) Length =5
2 Extended tag Code = 0x01 (Vendor-specific Video Data Block)
3 IEEE CID third two hex digits = 0xB1
4 IEEE CID second two hex digits = OxX9F
5 IEEE CID first two hex digits = OXEA

Supports_ | Supports_
SL-HDR_ | SL-HDR_
Graphics_ | Dynamic_

Indicator Metadata

7 Rsvd(0) Rsvd(0) Rsvd(0) Rsvd(0) Rsvd(0) Rsvd(0)

Supports SL-HDR_Graphics_Indicator set to 1 indicates that the Sink device has the ability to read the Graphics
Indicator bits. If thisbit is zero, Graphics Indicator bits (if present) will be ignored.

Supports_SL-HDR_Dynamic_Metadata set to 1 indicates that the Sink device has the ability to receive dynamic
metadata transmitted according to the method described in this annex for al video formats with characteristics defined
in clause E.2 and supported by the Sink device. If thisbit is equal to zero, the Sink device does not support receiving
dynamic metadata according to the method described in this annex.

E.5.3 SL-HDR Dynamic Metadata InfoFrame

The format of the Packet Header and the Packet Payload of the SL-HDR Dynamic Metadata I nfoFrame is shown in
Table E.4. It includes an SL-HDR InfoFrame Type Data parameter, defined in Table E.5.

The SL-HDR Dynamic Metadata InfoFrame is sent at least once per two video frames.
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Table E.4: SL-HDR Dynamic Metadata InfoFrame

Packet Header

Byte \ Bit# 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0
HBO InfoFrame Type Code = 0x01 (Vendor-Specific)
HB1 Version = 0x01
HB2 0 | 0 | 0 | Length = 4
Packet Payload
Packet Byte # 7 | 6 [ 5 | 4 | 3 [ 2 | 1 | 0
PBO Checksum
PB1 IEEE CID third two hex digits = 0xB1
PB2 IEEE CID second two hex digits = Ox9F
PB3 IEEE CID first two hex digits = OXEA
PB4 Rsvd(0) | Rsvd(0) | Rsvd(©) | Rsvd©) | Rsvd©) | Rsvd() SL'H%Rp;'i‘g’aFt;ame—
PB5 - PB27 Reserved (0)

Table E.5: SL-HDR InfoFrame Type Data definition

Value SL-HDR_InfoFrame_Type Data
0 |No Dynamic Metadata present
SL-HDR Dynamic_Metadata_present (only)
SL-HDR Graphics Indicator Bits present (only)
Both SL-HDR Dynamic_Metadata and SL-HDR_Graphics_Indicator Bits present

WIN |-
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Annex F (informative):
Error-concealment: recovery in post-processor from
metadata loss or corruption

F.1 Introduction

SL-HDR2 streams are designed to be supported by video distribution workflows. In the present document, SL-HDR2
parameters are conveyed in data structures (e.g. in SEI messages) that are seamlessly embedded in the HDR10 coded
video hitstream. In the unlikely event that a portion or all of the data structures related to SL-HDR2 are pruned by a
distribution equipment (e.g. when an SL-HDR2 stream is decoded, mixed, re-encoded, redistributed, etc. by certain
affiliate networks), this annex provides means to recover parameters default values for use in the SL-HDR2
post-processor. The methods proposed in this annex are also applicable in case that a corruption of metadata is detected.

It is expected that a distribution network leveraging an SL-HDR2 stream indicates an SL-HDR-enabled service at the
system layer level. Thus, aloss of metadata related to the SL-HDR2 stream could be detected.

Recovery values helpful for reconstructing the SDR picture and HDR picture with peak luminance adapted to target
display using display adaptation are provided in clause F.2.

The methods to obtain default parameters may also be applied in case it is desirable to replace the original metadata by
afixed tone mapping function, e.g. when graphics overlays are inserted on the decoded video by a mid-device (e.g.
STB) which transmits SL-HDR reconstruction metadata as well as the mixed video to an SL-HDR capable TV.

Anyway, it is recommended to reconstruct the HDR video before image manipul ations such as graphics overlays for use
in professional environments.

It is expected that the static metadata carried in a Mastering Display Colour Volume SEI message (or equivalent
message carrying ST 2086 information), helpful during the HDR-to-HDR/SDR reconstruction process, are prone to
resist to all sorts of distribution workflows as these static metadata are specified both by SMPTE (production side for
contribution networks) and MPEG/ITU-T or other standardization bodies (distribution side for distribution networks
using e.g. AVC, HEVC or VVC). Besides, static metadata are generally defined and fixed for an entire stream or
content. Eventually, MDCV/SMPTE ST 2086 metadata are being documented in all major applicative standards
(ATSC, DVB, CTA, etc.) and it islikely that interfaces to provide thisinformation may be supported by most of the
industry stakeholders. Thus, arecovery strategy may consist of recovering adjusted (but suboptimal) SL-HDR2
parameter values thanks to information carried in MDCV/ST 2086 metadata messages. A recovery procedure for the
variable shadow_gain_control based on this assumption is provided in clause F.3.

In case al metadatarelated to SL-HDR2 islost, arecovery procedure for the variable shadow_gain_control is
documented in clause F.4.

F.2  Metadata values for recovery mode

The metadata used for obtaining the HDR/SDR reconstructed picture may have their values recovered in case of |oss or
corruption. Table F.1 proposes recovery values for the syntax elements of the SL-HDR Information SEI message that
are involved in the HDR-to-HDR/SDR reconstruction process.

Typically, the values of matrix_coefficient_value[i] provided in Table F.1 are computed as follows:
matrix_coefficient_value[i] = Floor(c(i) X 256+ 512+ 0,5) (F.1)

with ¢(i) = {1,4746; —0,1646; —0,5714; 1,8814}, if BT.2020 primaries (coefficients computed from [3])

or c(i) = {1,5748; —0,1874; —0,4681;1,8556}, if BT.709 primaries (coefficients computed from [2]).

It is noted that matrix_coefficient_value[ i ] default values correspond to the canonical coefficients of the Y'C'vwC'-to-
R'G'B’ conversion matrix for either BT.2020 or BT.709 colour space. By default, the BT.2020 matrix coefficients may
be selected for the recovery procedure.
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Table F.1: Default metadata values for recovery mode

Syntax element

Recovery value

sl_hdr_payload_mode

0

matrix_coefficient_value[ i ]

{889; 470; 366; 994}, if BT.2020
{915; 464, 392; 987}, if BT.709

chroma_to_luma_injection[i] {0;0}
k_coefficient_value[i] {0; 0; 0}
tone_mapping_input_signal_black_level_offset 0
tone_mapping_input_signal_white_level_offset 0

shadow_gain_control

if MDCV SEI message is present, see clause F.3
otherwise, see clause F.4

highlight_gain_control 255
mid_tone_width_adjustment_factor 64
tone_mapping_output_fine_tuning_num_val 0
saturation_gain_num_val 0

F.3 Recovery of shadow_gain_control with MDCV SEI

message

This clause proposes a recovery procedure, for the value of the parameter shadow_gain_control, which is applicable
when MDCV SEI/ST 2086 messages are available.

Indeed, the Mastering Display Colour Volume SEI message contains information on the source picture mastering
display nominal maximum luminance (max_display_mastering_luminance that is mapped to
hdrDisplayMaxLuminance as specified by clause A.3.2 of ETSI TS 103 433-1 [1]) that may be used to adjust the value
of shadow_gain_control asfollows:

shadow_gain_control = Clip3(0 ;255 ; Floor(r (hdrDisplayMaxLuminance) X 127,5+0,5)) (F.2)

with 7, (x) = -2
In(1+4,7%(555) %)

F.4  Recovery of shadow gain_control without MDCV SEI

message

This clause proposes a recovery procedure for the value of the parameter shadow_gain_control that is applicable when
MDCV SEI/ST 2086 messages are not available.

Itislikely that at the service level information or for a specific workflow the value of hdrDisplayMaxLuminance is
known. If it isnot, hdrDisplayMaxLuminance can be set to the maximum luminance of the presentation display when
available, otherwise it is arbitrarily set to avalue of 1 000 cd/m?. The latter value corresponds to the currently observed
reference maximum display mastering luminance in most of the HDR markets. The value of
hdrDisplayMaxLuminance that is obtained in this way can be input in the recovery procedure described in clause F.3.
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Annex G (informative):
ETSI TS 103 433 signalling in CTA-861-H

Information on how ETSI TS 103 433 multi-part deliverable [i.7] metadata can be carried on CE digital interfaces
(e.g. HDMI) with dynamic metadata support can be found in Annex G of ETSI TS 103 433-1[1].

For CE digital interfaces that do not specify carriage of SL-HDR2 metadata, a method to transport these metadatais
described in Annex E.
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Annex H (informative):
Minimum and maximum value of Lpdisp for display adaptation

In case Lyq;sp, 1S anywhere inbetween 100 cd/m? (SDR maximum luminance) and the maximum luminance of the HDR
grading monitor, hdrDisplayMaxLuminance (see clause 6.2.3in ETSI TS 103 433-1[1]) in case of SL-HDR2, or
hdrOriginalMaxLuminance (see clause 1.2.3) in case of SL-HDR2+, here both indicated with Lypp ,, the metadata
recomputation for display adaptation of clause 7.3 isin effect an interpolation.

It is possible to recompute the metadata using the same procedure of clause 7.3 to perform display adaptation for a
presentation display with avalue of L, 4;s, that is higher than the maximum luminance of the HDR grading monitor.
Because thisis now an extrapolation, care should be taken not to use values for Ly, 4;, that are too high.

This clause offers a recommendation for the lower and upper boundary of L,;s, for applying the procedure of
clause 7.3 for display adaptation.

Display adaptation should not be used for avalue of L,4;, lower than or equal t0 Ly, 45, min, OF higher than Ly,qisp max»
see equations (H.1) and (H.2).

Lpdisp,min =100 Cd/l’l’l2 (Hl)

Lupr X 2, if Lypg o < 1000 cd/m?

L _ H.2
pdisp_max {Min(Max(LHDRO X 1,25;2000); 10 000), otherwise (1.2

where:

. Lypr , isthe HDR mastering display maximum luminance.
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Annex | (informative):
SL-HDR2+ and adaptive presentation display adaptation

.1 Introduction & system architecture

In the SL-HDR2 system, as specified in the present document up to Annex |, the encoder copies an HDR input stream
to the distribution channel, but adds SL-HDR2 metadata to the HDR stream with which a decoder can recreate an SDR
stream from the distributed HDR stream as specified by the encoder through the SL-HDR2 metadata.

The SL-HDR2+ system, as specified in Annex | and depicted in Figure I.1, is a backwards compatible extension to
SL-HDR2.

Lior_o > Laistrbution > Lsor = 100 cd/m?
» Cutput
___________________ PQ@Ldistribution

%
:_ Tnput HOR-16- ] |PQ@Laistriowtion PQ@LESTME _ __ SLHDR2+decoder
|

[
HDR-to-SDR |/ | I
signal Enceding — Decoding

| [P ioe o | —
i || Conversion to Qi
L. | reconstruction | mapping || output format T'[ uEu
o | Lsor - Lhors

distributed signal |

decomposition |

~

|
' I
’ T
| dynamic metadata |_decomposition E | | | |[SL-HDR2 signal  — "7 e
L oot et | SL-HDR2+ metadata | | reconstruction HDR display characteristics |
} (SEl message) | |\ _ _ _ _ {eg CTABGTH1 |
— — — . original distributed — " — 7 T T st e |
| Gamut | “HDR HDR | Gamut | gpr | Gamut | Distribution codec SL-HDR2 decoder
| MapPing | grading  grading | MAPPING | grading | Mapping | {eig HEY AN 9] sttt ntng
- L monitor monitor — * monitor J : HDR, Gamut | | Conversion to | Output
s | SL-HDR2 signal mapping | | output format Lsor .-
= ™ recenstruction I B Latistripution
| *-——————— — — — — — — ——
| HDR display characteristics |

[ (e.9. CTA-861-H, [1.1]) |

NOTE: The two diagonally shaded blocks are additional to an SL-HDR2+ system compared to an SL-HDR2
system.
Figure I.1: SL-HDR2+ system architecture overview

Instead of outputting the HDR input stream unmodified to the distribution channel, an SL-HDR2+ encoder performs
channel adaptation, i.e. it convertsthe origina picture (HDR input to the encoder) first to a stream with a maximum
luminance in between that of the original picture and the SDR signal beforeit is output to the distribution channel. The
distributed stream resemblesin all aspects an SL-HDR2 input stream to an SL-HDR2 decoder and can be decoded by an
SL-HDR2 decoder. However, based on the value of a metadata parameter that isignored by SL-HDR2 decoders, an
SL-HDR2+ decoder is able to recreate the original picture and through display adaptation, any output with a maximum
luminance in between that of the original picture and SDR.

This has as advantage that the stream distribution can be targeted to alower maximum luminance that is supported by
connected displays that do not support SL-HDR2 or SL-HDR2+ at the time of distribution, while an SL-HDR2+
decoder can create output streams that are optimized for all displays supporting a maximum luminance in the range of
values higher than distributed up to the maximum Iuminance of the original picture and in the range of values lower
than distributed down to SDR.

Although not shown in Figure I.1, the dynamic metadata in the block "HDR decomposition” in Figure |.1 may be
generated by a process similar to the process "Picture analysis' as specified in Annex C. This may involve an additional
grading monitor for the distributed HDR stream.

Similarly to SL-HDR2 systems and decoders, SL-HDR2+ systems may use gamut mapping as specified in Annex D,
and SL-HDR2+ decoders may embed data on CE digital video interfaces as specified in Annex E.

Similarly to SL-HDR2 decoders, SL-HDR2+ decoders may use the error recovery mechanism as specified in Annex F,
with the addition that in case SL-HDR2+ metadata (clause 1.2) islost or corrupted, the decoder may assume that the
maximum luminance of the original input stream is the same as that of the distributed stream.

NOTE 1: InAnnex |, parameters that are about the original picture have the subscript "orig", parameters that are
about the stream that is channel adapted to the maximum luminance of the distributed stream have the
subscript "dca’, parameters that accompany the distributed stream have no subscript and parameters that
are about a display adapted version have the subscript "DA".
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NOTE 2: If the value of L ;s would be set to the value of Ly , inall formulas of Annex I, the resulting
SL-HDR2+ system would behave identical to an SL-HDR2 system.

NOTE 3: In Annex I, there are frequent referencesto specifications for HEVC in Annex A of ETSI TS 103 433-1
[1] and Annex A of the present document. Asthe SL-HDR specifications for other codecs refer to the
same Annexes, the description in Annex | also applies for the other codecs unless explicitly specified
otherwise. Other codecs than HEVC, AVC or VVC may call their equivaent of the MDCV SEI message
and itsfields differently. In particular, in aWebM file, separate MDCV metadatais not included in a
MDCV SEI message but in a MasteringM etadata element, whilein an AV 1 bitstream, thisisincluded in a
HDR MDCV Metadata OBU. The mapping required for WebM and AV 1 is specified in Annex K of [1]
and Annex L of [1] respectively.

The remainder of Annex | is structured as follows:
. Clause |.2 specifies the use of clause 6 and SL-HDR2+ metadata.

. Clause |.3 specifies the SL-HDR2+ HDR-to-HDR/SDR signal reconstruction process (i.e. the SL-HDR2+
decoder).

e  Clausel.4 specifies the SL-HDR2+ HDR-to-SDR decomposition principles and considerations (i.e. the
SL-HDR2+ encoder).

. Clause 1.5 specifies an enhanced method of display adaptation called display adaptation tuning. This method is
applicable to both SL-HDR2 and SL-HDR2+.

1.2 SL-HDR2+ dynamic metadata

.2.1 Introduction

Clause 6 specifies the metadata for an SL-HDR2 decoder, which in the present document is referred to as SL-HDR2
metadata. An SL-HDR2+ decoder uses the same SL-HDR2 metadata, although hdrDisplayMaxLuminance is used
differently and is renamed to hdrDistributedMaxLuminance for SL-HDR2+ purposes. In addition to the SL-HDR2
metadata, an SL-HDR2+ decoder requires one extra item of metadata, hdrOriginalMaxLuminance. These two metadata
items are defined in clause 1.2.2 and clause 1.2.3.

Clause 1.2.4 specifies the recovery procedure for SL-HDR2+ streams when metadataislost or corrupted.

1.2.2  Lgiser - hdrDistributedMaxLuminance

An SL-HDR2+ decoder uses the SL-HDR2 metadata, but it treats this metadata as the metadata related to the maximum
luminance of the distributed input stream, which isitsinput stream. In particular, an SL-HDR2+ decoder uses the value
of src_mdcv_max_mastering_luminance (see clauses A.2.2.2, A.2.2.4 and A.2.3.3.4 of [1]) or
max_display_mastering_luminance (see clause A.3.2 of [1]) not for the maximum display mastering luminance, i.e.
the maximum luminance of the original picture, but as the maximum Iuminance of the distributed stream at itsinput.
While both the maximum luminance of the original picture and of the distributed stream are the same and referred to by
hdrDisplayMaxLuminance or Lypp in the specification of the SL-HDR2 functionality in the present document except
Annex |, they are different for SL-HDR2+ and the latter maximum luminance is referred to by
hdrDistributedMaxLuminance or Lg;g in the description of SL-HDR2+ in Annex 1.

The mapping of metadata to the variable hdrDistributedMaxLuminance depends on the value of
src_mdcv_info_present_flag.

. When src_mdcv_info_present_flag isequal to O, hdrDistributedMaxLuminance is mapped from the MDCV
metadata syntax elements as specified in clause A.3.2 of [1] for the HEVC and V'V C codecs, while this
mapping is specified for WebM in clause K.3.2 of [1] and for AV1in clause L.3.2 of [1]. In all cases,
hdrDisplayMaxLuminance is replaced by hdrDistributedMaxLuminance.
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e  Whensrc_mdcv_info_present_flag isequal to 1, Ly;. 1S mapped as specified in equations (1.1) and (1.2).
hdrDistributedMaxLuminance =
Min(50 x ((src_mdcv_max_mastering_luminance + 25)/50); 10 000) (1.1)
NOTE: Integer division with truncation of the result toward zero.
Lgistr @nd hdrDistributedMaxLuminance have the same value.
Lgistr = hdrDistributedMaxLuminance (1.2
SL-HDR2+ limitsthe values of Ly, as specified by equation (1.3).
Lspr < Laiser < Lupr.o (1.3)
where;
e Lypr, isthe maximum luminance of the original picture, see clause 1.2.3; and

. Lspr isthe maximum SDR luminance (100 cd/m?).

1.2.3  Lypr , - hdrOriginalMaxLuminance

Compared to an SL-HDR2 SEI message, an SL-HDR2+ SEI message contains three additional fields,
original_picture_max_luminance, original_picture_min_luminance and original_picture_primaries (see
clause A.2.2.2 and clause A.2.2.4 of [1]).

In contrast to an SL-HDR2 decoder, an SL-HDR2+ decoder uses the value of original_picture_max_luminance, if
present in a stream, instead of src_mdcv_max_mastering_luminance (see clauses A.2.2.2, A.2.2.4 and A.2.3.3.4 of
[1]) or max_display_mastering_luminance (see clause A.3.2 of [1]) for the maximum display mastering luminance,
i.e. the maximum luminance of the origina picture. While the maximum luminance of the original pictureisreferred to
by hdrDisplayMaxLuminance or Lypp in clause 7, thisis referred to with hdrOriginalMaxLuminance or Lypg o, the
maximum luminance of the original picture, in the description of SL-HDR2+ in Annex I.

In case the syntax element original_picture_max_luminance isnot present in astream, or in case it ispresent in a
stream and has the value 0, the stream is an SL-HDR2 stream and is processed by a decoder as specified in clause 7.

Otherwise, the mapping of SL-HDR2+ metadata to the variable hdrOriginalMaxLuminance or Lypr , iS performed
according to equations (1.4), and (1.5).

hdrOriginalMaxLuminance = Min(50 x ((original_picture_max_luminance + 25)/50); 10 000)  (1.4)
NOTE: Integer division with truncation of the result toward zero.
Lypr o = hdrOriginalMaxLuminance (1.5

The syntax elements original_picture_min_luminance and original_picture_primaries are ignored by an SL-HDR2+
decoder conforming to the present document.

Therefore in the present document, the metadata specific to SL-HDR2+ consists of original_picture_max_luminance,
which is mapped through equation (1.4) to the variable Lypp ,.

|.2.4  Recovery from metadata loss or corruption

In case the SL-HDR2/SL-HDR2+ metadata is corrupt or got lost for an SL-HDR2+ stream, the decoder can treat the
stream asif it isan SL-HDR2 stream and apply the recovery procedure of Annex F.
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1.3 SL-HDR2+ HDR-to-HDR/SDR signal reconstruction
process

1.3.1 Introduction

An SL-HDR2+ decoder resembles an SL-HDR2 decoder to a large degree. Basically, an SL-HDR2+ decoder adds a
reconstruction of the original picture before the regular SL-HDR2 decoder. As such, most of clause 7 appliesto an
SL-HDR2+ decoder. Clause |.3 describesin detail how clause 7 applies to an SL-HDR2+ decoder and the extra
functionality required for SL-HDR2+.

On ahigh level, the differences of an SL-HDR2+ decoder with an SL-HDR2 decoder are the following:

e  AnSL-HDR2+ decoder usesthe value of original_picture_max_luminance (see clause A.2.2.2 and
clause A.2.2.4 of [1]), if present, instead of src_mdcv_max_mastering_luminance (see clause A.2.2.2 and
clause A.2.2.4 of [1]) for representing the maximum display mastering luminance of the original picture.

. An SL-HDR2+ decoder reconstructs the original metadata, i.e. the metadata determined in the SL-HDR2+
encoder for the original picture, from the distributed metadata, i.e. the metadata in the input stream of an
SL-HDR2+ decoder.

. An SL-HDR2+ decoder reconstructs the luminance part of the original picture from the input stream before it
invokes the luminance processing specified in clause 7 as applicable to an SL-HDR2 decoder. This may or
may not involve the display adaptation to the maximum luminance, L4, Of the presentation display as
specified in clause 7.

. An SL-HDR2+ decoder al so takes the reconstruction of the luminance part of the origina picture from the
input stream to the encoder into account for the computation of the colour correction table.

NOTE 1. An SL-HDR2+ decoder yields the same results as an SL-HDR2 decoder when the val ue of
original_picture_max_luminance (see clause A.2.2.2 and clause A.2.2.4 of [1]) isthe same as that of
src_mdcv_max_mastering_luminance (see clause A.2.2.2 and clause A.2.2.4 of [1]) or
max_display_mastering_luminance (see clause A.3.2 of [1]), when they are expressed in cd/n?.

NOTE 2: A stream in which the syntax element original_picture_max_luminance (see clause A.2.2.2 and
clause A.2.2.4 of [1]) is present and has the value O is an SL-HDR2 stream and is processed by a decoder
as specified in clause 7.

Taking the above differences into account, Figure 3 and its description in clause 7.2.1 apply to an SL-HDR2+ decoder.

The present document does not support mapping table construction for payloadMode 1 for SL-HDR2+. Therefore,
clauses 7.2.2, 7.2.3.3, and 7.2.3.4 do not apply to an SL-HDR2+ decoder.

The use of the other clausesin clause 7 and the new functionality required for an SL-HDR2+ decoder is detailed in

clause 1.3.2 on luminance mapping table construction, clause 1.3.3 on colour correction table construction and
clause 1.3.4 on the HDR/SDR picture reconstruction from these mapping tables.

1.3.2 SL-HDR2+ Luminance mapping table construction from
variables (payloadMode 0)

[.3.2.1 Introduction

The SL-HDR2+ luminance mapping table construction for payloadMode O derives a 1D look-up table /utMapY from
the luminance mapping variables as specified in clause 6.2.5 of [1].

In addition to the inputs mentioned in clause 7.2.3.1.1, this process takes as input:
. the maximum luminance of the original picture hdrOriginalMaxLuminance (see clause|.2.3), and

e the maximum luminance of the distributed stream hdrDistributedMaxLuminance (see clause 1.2.2).
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The process generates as output:
. the luminance mapping look-up table /utMapY of maxSampleVal entries (clauses|.3.2.2t01.3.2.16); and

. the luminance mapping to Lypr , |00k-up table /utMapYupr of maxSampleVal entries (clause 1.3.2.17).

1.3.2.2 Overview of the computation of lutMapY

The look-up table /utMap¥| L], for lumavalues L =0..( maxSampleVal - 1), implements a tone mapping function.
The SL-HDR2+ tone mapping process is shown in Figure |.2.

An SL-HDR2+ decoder does not treat its input stream asif it was the original picture, but reconstructs the luminance
part of the original picture from the input stream before it invokes the luminance processing specified in clause 7. As
part of this reconstruction, the original metadata need to be computed from the SL-HDR2 metadata in the input stream,
which computation is based on Ly , in the additional SL-HDR2+ metadata (see clause |.2).

In additions to the steps specified in clause 7.2.3.1.2, the following steps need to be taken:
. The reconstruction of the luminance part of the original picture is performed in the " Tone mapping up™ block.

e  Theorigina metadata based on the maximum luminance of the origina picture is computed from the
distributed metadata in the block "Conversion to original metadata Ly pr "

e  The metadatato be used in the "Tone mapping up" block is computed from the original metadata that is based
on the maximum luminance of the original picture in the "M etadata recomputation to L;¢.-" block (see
clausel.2 for Lyiger)-

- Conversion to Metadata Metadata
distributed o ; .
original metadata - recomputation recomputation
metadata
Lior o to Laistr to Lpdisp
M.T:xx I__umlnar?ce of recomputed reconjputed pfesentatlon
distributed signal . - display max
dynamic metadata dynamic etadata )
Laistr luminance
L Y. Tone Y, Tone Y .
To perceptual pus X master ) glim To linear
uniform signal mapping mapping signal
up down
yY
Inverse
EOTF
lutMapY[ L ]

NOTE: The greyed blocks in Figure 1.2 are required for SL-HDR2+ decoding, namely conversion of the metadata
and reconstruction of the original picture. If the maximum luminance of the distributed signal, Lg;s:,, would
equal the maximum luminance of the original picture, Lypr 4, the greyed blocks "Conversion to original
metadata Lypg ,", "Metadata recomputation to L5, and "Tone mapping up" in Figure 1.2 would become
the identity function and the process depicted in Figure 1.2 would become identical to that of the SL-HDR2
decoder specified in clause 7.

Figure 1.2: Tone mapping process of an SL-HDR2+ decoder

The blocks and their sub blocks shown in Figure |.2 are specified in detail in clauses1.3.2.3t0 1.3.2.16.

The blocks "Tone mapping up" and " Tone mapping down" are illustrated in Figure 1.3 and Figure 1.4 respectively.
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Figure 1.3: Tone mapping up process

The blocks shown in Figure 1.3 are specified in detail in clauses1.3.2.10to0 1.3.2.13.

NOTE 1: The blocks shown in Figure 1.3 are the same asthe onesin clauses 7.2.3.1.4, 7.2.3.1.5, 7.2.3.1.6 and
7.2.3.1.7 of [1], except that other parameters are used.

black/white local slope tone mapping output
level offset adjustment fine tuning function
' v v
Y
Black/white | v, Tone Yagj ; Yy
Ymaster level - mapplng Adjé‘j:vrzent M | Yg{rm
adaptation curve

—® Gain limiter 4«——————
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on value of

tminputSignalBlackLevelOffset

thm

Figure 1.4: Tone mapping down process

The blocks shown in Figure |.4 are specified in detail in clauses1.3.2.4t01.3.2.7.

NOTE 2: The blocks shown in Figure |.4 are the same asthe onesin clauses 7.2.3.1.4, 7.2.3.1.5, 7.2.3.1.6 and
7.2.3.1.7, except that other parameters are used.

1.3.2.3 Block "To perceptual uniform signal"
The functionality of this block is the same as that specified in clause 7.2.3.1.3 with the following exceptions.

. Instead of the process input variable hdrDisplayMaxLuminance, the variable hdrDistributedMaxLuminance
(clause 1.2.2) is used, which is the maximum luminance of the distributed signal.

o  Lyisr isusedinstead of Lypg.

1.3.2.4  Block "Black/white level adaptation™
The functionality of this block is the same as that specified in clause 7.2.3.1.4 with the following exception.
. The input variablestmInputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset from the structure
luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]) are replaced by the

variables tminputSignalBlackLevel Offsetpa and tminputSignalWhiteLevel Offsetoa as computed by the
block "Metadata recomputation to Ly, q;s," (see clause1.3.2.16).
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1.3.2.5 Block "Tone mapping curve"
The functionality of this block is the same as that specified in clause 7.2.3.1.5 with the following exceptions.

. The input variables shadowGain, highlightGain, midToneWidthAdjFactor from the structure
luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]) are replaced by the
variables shadowGainpa, highlightGainpa, midToneWidthAdjFactorpa as computed by the block "Metadata
recomputation to Ly, q;s," (See clause 1.3.2.16).

e  Theinput variable hdrDisplayMaxLuminance (clause 6.2.3 of [1]) isreplaced by the value of
hdrOriginalMaxLuminance (see clause1.2.3).

. Lypr o isusedinstead of Ly pp.

1.3.2.6 Block "Adjustment curve”
The functionality of this block is the same as that specified in clause 7.2.3.1.6 with the following exception.

. The tmOutputFineTuningNumVal number of input variablestmOutputFineTuningX[i] and
tmOutputFineTuningY[ i ] from the structure luminance_mapping_variables( ) of the reconstruction metadata
(clause 6.2.5 of [1]) are replaced by the tmOutputFineTuningNumValoa number of variables
tmOutputFineTuningXpa[ i ] and tmOutputFineTuningYoa[ i ] as computed by the block "Metadata
recomputation to Ly,q;s," (see clause 1.3.2.16).

[.3.2.7 Block "Gain limiter"

The functionality of this block is the same as that specified in clause 7.2.3.1.7 with the following exceptions.

. The input variable tminputSignalBlackLevel Offset from the structure luminance_mapping_variables( ) of the
reconstruction metadata (clause 6.2.5 of [1]) isreplaced by the variable tminputSignalBlackLevel Offsetoa as
computed by the block "Metadata recomputation to L, ;s " (See clause 1.3.2.16).

. The input variable hdrDisplayMaxLuminance (clause 6.2.3 of [1]) is replaced by the value of
hdrOriginalMaxLuminance (see clause 1.2.3).

. Lypr o isusedinstead of Lypp.

1.3.2.8 Block "To linear signal"

The functionality of this block isthe same as that specified in clause 7.2.3.1.8.

.3.2.9 Block "Inverse EOTF"

The functionality of this block isthe same as that specified in clause 7.2.3.1.9.

[.3.2.10 Block "Adjustment curve up"
Thisisthefirst step of the tone mapping up process.
This process takes as inputs:

. the perceptual uniform value Yyus; and

. al variables tmOutputFineTuningNumValup, tmOutputFineTuningXup[ i ] and tmOutputFineTuningYup[i] as
output by the block "M etadata recomputation to L ;" (clause 1.3.2.15).

The process generates as output:

. the corrected value Yzup.
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In thisblock, the input signal Y,usis corrected by the inverse of the ToneMappingOutputFine TuningFunction
function £, (), as specified by equation (1.6).

Theinverse of the ToneMappingOutputFine TuningFunction function, is a piecewise linear function; see clause 7.3 of
[1] for the computation of f;7,,,, () from the list of points.

Thelist of points explicitly defining the inverse of the ToneMappingOutputFine TuningFunction function consists of
all pairstmOutputFineTuningYuyp[ i ], tmOutputFineTuningXup[ i ] as output by the block "M etadata recomputation to
Lgiser" (clause1.3.2.15).

NOTE: Thex and y-values output by the block "Metadata recomputation to L ;.- have been swapped abovein
order to obtain the inverse of the ToneMappingOutputFine TuningFunction function.

Y. — ff_tllum(ypus)' 0= Yadj <1 (| 6)
L A otherwise '

[.3.2.11 Block "Inverse tone mapping curve"
This process takes as inputs:
. the corrected value Yy,

. the variables shadowGainup, highlightGainup, midToneWidthAdjFactorupy as output by the block "M etadata
recomputation to L., (clause 1.3.2.15);

. the variable hdrDistributedMaxLuminance (clause1.2.2); and
e thevariable hdrOriginalMaxLuminance (clause|.2.3).

The process generates as output:
e theinverse tone-mapped value, in linear-light domain, Yim.

In this block, the input signal Yz is converted by an inverse tone mapping curve to the output signal Y. according to
equation (1.7).

Yitm = TMOjpy, (Y}tup) (1.7)
where:

. TMO0;,,, (x) is defined by equations (6) up to and including (14) in clause 7.2.3.1.5in [1], using the variables
shadowGainuyp, highlightGainup, midToneWidthAdjFactorupy as output by the block "M etadata recomputation
t0 Lyt (clause 1.3.2.15) instead of shadowGain, highlightGain, and midToneWidthAdjFactor;

e using the value of the maximum luminance of the original picture hdrOriginalMaxLuminance (clause1.2.3) or
Lypr_o for Lypg; and

e using the value of the maximum luminance of the distributed input stream hdrDistributedMaxLuminance
(clause1.2.2) or Lyjg, fOr Lgpg.

1.3.2.12 Block "Black/white level adaptation up"
Thisisthe last step of the tone mapping up process.
This process takes as inputs:

. the inverse tone-mapped value, in linear-light domain, Yim; and

e thevariablestminputSignalBlackLevelOffsetup, tminputSignalWhiteLevel Offsetyp as output by the block
"Metadata recomputation to L ;" (clause1.3.2.15).
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The process generates as output:
. the stretched value Youwup .

In this block, the input signal Vi is adapted by the black and white stretch in order to derive the output signal Yswup, as
specified by equation (1.8) up to and including (1.10),

Yowup = BWAD, (Vi) = (1 — wlo — blo) X Yy, + blo (1.8)

255xtmInputSignalWhiteLevelOffset,,
510

wlo = L 1.9

255X tmInputSignalBlackLevelOffset,
2040

blo =

p (1.10)

[.3.2.13 Block "Gain limiter up"

This process takes as inputs:

the value Ysuup from clause 1.3.2.12;

e thevalue Yusfrom clause.3.2.3;

e thevariabletminputSignalBlackLevelOffsetyp asoutput by the block "M etadata recomputation to L ;e
(clause 1.3.2.15);

. the variable hdrDistributedMaxLuminance (clause1.2.2); and
. the variable hdrOriginalMaxLuminance (clause1.2.3).

The process generates as output:
e thevalue Yuaster

In this block, a choice is made between limiting ¥auup and passing it on unchanged, based on the value of the variable
tminputSignalBlackLevelOffsetup.

When the value of the variable tmInputSignalBlackLevelOffsetyp is equal to O, the output ¥uaseer Of thisblock isthe
value Yowup.

When the value of the variable tminputSignalBlackLevelOffsetyp is not equal to O, the value Yiuaseeris corrected for
minimum gain based on the ratio of Lypy ,, the maximum luminance of the original picture, equal to the variable
hdrOriginalMaxLuminance (clause 1.2.3), and the maximum Iuminance of the SDR mastering display Lspr of

100 cd/m?, as specified in equations (1.11) and (1.12),

Yinaster = Mi]]mwup s Y;JZIS =+ g) (l 11)
0,1 . 1
9 =v(_— Lspr) = v(——. Lupr_o) (1.12)
with:

. theinverse EOTF, v(x, y), taken from equations (2) and (3).
1.3.2.14 Block "Conversion to original metadata Lypg "

1.3.2.14.1 Introduction

An SL-HDR2+ decoder uses the SL-HDR2 metadata, but it treats this metadata as the metadata related to the maximum
luminance of the distributed input stream (source picture), which isitsinput stream.

An SL-HDR2+ decoder also requires the original metadata, i.e. the metadata related to the maximum luminance of the
original picture, for the computation of the SL-HDR2+ Iuminance mapping table (see clause 1.3.2) and the SL-HDR2+
colour correction table (see clause 1.3.3).
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This process takes as inputs:
. the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);
e the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3);

. the luminance mapping variablestminputSignalBlackLevelOffset, tminputSignalWhiteLevel Offset,
shadowGain, highlightGain, midToneWidthAdjFactor, tmOutputFineTuningNumVal,
tmOutputFineTuningX[ i ] and tmOutputFineTuningY[ i ], from the structure luminance_mapping_variables( )
of the reconstruction metadata (clause 6.2.5 of [1]); and

. the colour correction adjustment variables saturationGainNumVal, saturationGainX[ i ] and
saturationGainY[ i ], from the structure colour_correction_adjustment( ) of the reconstruction metadata
(clause 6.2.6 of [1]).

The process generates as output:

e theorigina luminance mapping variables tminputSignalBlackLevel Offsetorig,
tminputSignalWhiteLevelOffsetorig, ShadowGainorig, highlightGainoerig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValoerig, tmOutputFineTuning Xorig[ i ] and tmOutputFineTuningYorig[ i ]; and

. the original colour correction adjustment variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ].

If the value of L, equalsthat of Lypp ,, the output variables tminputSignalBlackLevel Offsetorig,
tmInputSignalWhiteLevelOffsetorig, ShadowGainorig, highlightGainorig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ], tmOutputFineTuningYorig[ i ],
saturationGainNumValorig, SaturationGainXorig[ i ] @nd saturationGainYarig[ i ] have the same val ue as the input
variablestminputSignalBlackLevelOffset, tmInputSignalWhiteLevelOffset, shadowGain, highlightGain,
midToneWidthAdjFactor, tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ], tmOutputFineTuningY[i],
saturationGainNumVal, saturationGainX[ i ] and saturationGainY[ i ] respectively. Otherwise, the computation of the
origina metadatais specified in clauses1.3.2.14.2,1.3.2.14.3,1.3.2.14.4 and 1.3.2.14.5.

NOTE: Sincetheinput of clauses|.3.2.14.3, 1.3.2.14.4 and 1.3.2.14.5 depends on the output of other clauses, the
processes of clauses|.3.2.14.2,1.3.2.14.3, 1.3.2.14.4 and 1.3.2.14.5 should be executed in the order
1.3.2.14.2,1.3.2.14.3,1.3.2.14.4 and finally 1.3.2.14.5.

1.3.2.14.2  Computation of original "Tone mapping curve" parameters

This process takes as inputs:
e the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);
e the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3); and

. the luminance mapping variables shadowGain, highlightGain and midToneWidthAdjFactor from the
structure luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]).

The process generates as output:

. the original luminance mapping variables shadowGainorig, highlightGainorig and
midToneWidthAdjFactororig.

The output variable midToneWidthAdjFactororig has the same value as the input variable midToneWidthAdjFactor.

The output variable shadowGainorig is computed from the input variable shadowGain according to equations (1.13) up
to and including (1.22).

L .
p=v ([?Z: ; LSDR) (1.13)
K= Li’;’*}f ; LSDR) (1.14)
L
A= (MR ) (1.15)
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where:
. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3;

. Lgpr isthe SDR picture mastering display max luminance sdrDisplayMaxLuminance, which is taken as
100 cd/m;

o Lyisr iSthe maximum luminance of the distributed signal equal to the variable hdrDistributedMaxLuminance
(clause1.2.2); and

e Lypr, isthe maximum luminance of the original picture, equal to the variable hdrOriginalMaxLuminance
(clause 1.2.3).

(A-1)x(k+1)

scale = o D

(1.16)

NOTE 1: k> 1for Lypg o, > Lspr; and A > 1 for Lypgr o > Lyjiser; and k > A for Ly;ser > Lspgr. Therefore,
scale > 0 for Lypg o > Lgiser and scale < 1 for Lyiser > Lspg-

SGCgiser = 1 X (w n 0’5) (.19
@ =1 (1.18)
_ (SGCgistr—1)x(scale+1)
by = scale—1 (1.19
C]- = _SGCdiStT (Izo)
by m (| 21)
SGCorig = — + .
2xaq 2xa;
. . SGCopi
oG = 3 (02 (552 - 0.5) ) 22

NOTE 2: The value of the variable shadowGainorig iSin the bounded range [0 to 2].

The output variable highlightGainorig is computed from the input variable highlightGain according to equations (1.23)
up to and including (1.30).

highlightGain

HGC iy = 2528 (1.23)
_ SGCorig
SGChcq = SCaioer (1.24)
_ (56CacaxHGCqistr=SGCorig)*X (SGCorig+1)
a4 = (SGCacq+1) (1.25)
(SGCacaXHGC gistr—1)X(SGCorig+1)
b, = SGCorig — HGCyjiser — (Sszca"'l) e (1.26)
¢, = HGCyyr — 1 (127
by b22—4><a2><c2 (I 28)
MIDXOTig T 2xa + 2xa .
2 2
0, MIDXyrig = 1
HGCyrig = Max (0 MIDX 57igXSGCorig—1 otherwise (1.29)
! MIDX grig—1 !
highlightGain,;, = Clip3(0; 2; HGC iy X 4) (1.30)

where:
. SGC,yrig istheresult from equation (1.21); and

o SGCyisr isthe result from equation (1.17).
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NOTE 3: The value of the variable highlighGainorig isin the bounded range [0 to 2].

1.3.2.14.3  Computation of original "Black/white level adaptation” parameters

This process takes as inputs:
e the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);
. the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3);

. the luminance mapping variables tminputSignalBlackLevelOffset, and tminputSignalWhiteLevel Offset
from the structure luminance_mapping_variables( ) of the reconstruction metadata (clause 6.2.5 of [1]); and

e theorigina luminance mapping variables shadowGainorig, highlightGainorig and midToneWidthAdjFactororig
as output by the process specified in clause 1.3.2.14.2.

The process generates as output:

e theorigina luminance mapping variables tminputSignalBlackLevel Offsetorig and
tminputSignalWhiteLevel Offsetorig.

The output variable tminputSignalBlackLevel Offsetorig iS computed from the input variable
tminputSignalBlackLevelOffset according to equations (1.31) and (1.34).

glim=v (%; LSDR) v (ﬁ; LHDR_O) (1.31)
where;

. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3;

. Lgpr isthe SDR picture mastering display max luminance sdrDisplayMaxLuminance, which is taken as

100 cd/n?; and
. Lypr , isthe maximum luminance of the original picture, equal to the variable hdrOriginalMaxLuminance
(clause1.2.3).
scaleHor = (/:1) (K:) (1.32)
where:
. x and A are taken from equations (1.14) and (1.15) respectively.
NOTE 1. k > 1for Lypg , > Lspr @d A > 1 for Lypg o > Lyistr-
TMBLO,,;; = tmInputSignalBlackLevelOffset +~ Max(glim; 1 — scaleHor) (1.33)
tmInputSignalBlackLevelOffset, iz = TMBLO,ig (1.34)

NOTE 2: The vaue of the output variable tminputSignalBlackLevelOffsetorig iS in the bounded range [0 to 1].

The output variable tminputSignalWhiteLevel Offsetorig iS computed from the input variables
tmInputSignalWhiteLevel Offset, shadowGainorig, highlightGainorig, midToneWidthAdjFactororig according to
equations (1.35) up to and including (1.54).

HGCorl-g _ highligh:Gainorig (| 35)
exposure = m +0,5 (1.36)
SGCyrig = K X exposure (1.37)
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where:

. Kk istaken from equation (1.14).

1-HGCorig

MIDX = ——
SGCorig—HGCorig

(1.38)

NOTE 3: Dueto the limitations on highlightGainorig and shadowGainorig, See clause 1.3.2.14.2, HGC iy < 0,5;
x>1for Lupr.o> 100 cd/m?, exposure > 0,5 and therefore SGC,,.;y > 0,5 and MIDX > 0.

MIDXyeq = MIDX x {22202 5 (1 — scale) + 1 (1.39)
where;
e scale istaken from equation (1.16).
MIDY,,, = MIDX X {% x (1 + scale) + 1} (1.40)
__ MIDYgeq
5GCaca = ypg,on (1.42)

NOTE 4: Dueto thelimitationson MIDX and SGC,,;,, see note 3 above, and on scale, see note 1 seen below
equation (1.16), MIDX 4., and MIDY,., are dways positive and therefore SGC,, is always positive.

0, MIDX ., = 1
HGCaca =y (0' M) otherwise (1.42)
" MIDXgcq—-1/"
blo = tmInputSignalBlackLevelOffset . X scaleHor X 255 (1.43)
g 2040

where:

e  scaleHor istaken from equation (1.32).

0, HGCyeu =0

parageq, = {mldToneWIdt:l;Ad]Factorﬂrig % U(AbS(SC(lle); LHDRJ,), otherwise (|44)
where:
e  scale istaken from equation (1.16); and
. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3.

xh — 1-HGCgcq paragca (I 45)
SGCacqa—HGCqcq 2

NOTE5: HGC,., computed as%‘;“: in equation (1.42) becomes equal to SGCy., When MIDY,., becomes

equal to MIDX4.q. MIDY,., becomes equal to MIDX ., When scale becomes 0 or when SGC,,;, equals
1, which initsturn causes MIDX and MIDX ., to become 1. scale isunequal to O, if L4, 1Sunegual to
Lypr o- MIDX 4., becoming 1 causes HGC,,, t0 be set to O in equation (1.42), so causing HGC gy, tO
become different from SGC,.,. This note also appliesto equations (1.47) and (1.49).

xhdca = HGCdca X xh + 1 - HGCdca (I 46)

s = 1-HGCycq  _ PATrageq (1.47)
SGCaca—HGCgcq 2

XSgca = SGCacq X XS (1.48)
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0, parage., =0
a= SGCgcq—HGC ,
—0,5 x -dea" T dea otherwise
paradca
0, parag., =0
b = { 1-HGC SGCgcq+HGC .
dea 4 27-dea dea otherwise (1.49)
paragcaq 2
0, parag., =0
2
c= (8GChca—HGCycq)*xparageq—2X(1—HGCgcq) .
_ ( dca deca dca deca ) , otherwise
8X(SGCaca—HGCaca)Xparageq

NOTE 6: If paras. equas 0, xhd. Will equal xsac. and the values of a, b and ¢ are not needed.

w = 1 — tmInputSignalWhiteLevelOffset X % (1.50)
1-(1—-w)+HGCyy , w = xhge,
_ JPZ—2ax(c—w)
Waca_unlim = —% + btaiaM, XSgea < W < Xhgeq (1.51)
w+SGCycq otherwise

NOTE 7: SGCy., isaways positive, see note 4 above. HGC4., = 0 implies MIDX ., to be 1, which implies
SGC4eq to be 1, which causes xh ., and xs,., t0 become 1. The upper branch in equation (1.51) is
therefore only taken when tmInputSignalWhiteLevelOffset is equal O, but then equation (1.51) need not

be computed.
Waca = Min(l; Wdca_unlim) (1.52)
0, tmInputSignalWhiteLevelOffset = 0
TMWLO,yig = §(1-wgeq)x(1—blo) ) 510 ise (1.53)

1-wgeqXscaleHor ~ 255’

tmInputSignalWhiteLevelOffset,,i; = TMWLO,, 4 (1.54)

NOTE 8: The value of the variable tmInputSignalWhiteLevel Offsetorig iSin the bounded range [0 to 1].

[.3.2.14.4  Computation of original "Adjustment curve" parameters

This process takes as inputs:
e the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);
. the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3);

. the luminance mapping variablestminputSignalBlackLevelOffset, tminputSignalWhiteLevel Offset,
shadowGain, highlightGain, midToneWidthAdjFactor, tmOutputFineTuningNumVal,
tmOutputFineTuningX[ i ] and tmOutputFineTuningY[i ], from the structure luminance_mapping_variables( )
of the reconstruction metadata (clause 6.2.5 of [1]);

. the original luminance mapping variables shadow Gainorig, highlightGainorig, and
midToneWidthAdjFactororig as output by the process specified in clause 1.3.2.14.2; and

e theorigina luminance mapping variables tminputSignalBlackLevel Offsetorig and
tmInputSignalWhiteL evel Offsetorig 8s output by the process specified in clause 1.3.2.14.3.

The process generates as output:

. the original luminance mapping variablestmOutputFineTuningNumValorig, tmOutputFineTuning Xorig[ i ] and
tmOutputFineTuning Yorig[ i ].

The value of tmOutputFineTuningNumValorig iS Set to the value of tmOutputFineTuningNumVal.

The value of tmOutputFineTuningYorig[ i ], iS Set to the value of tmOutputFineTuningY[i] for al
i=0..(luminanceMappingNumVal - 1).

The value of tmOutputFineTuningXorig[ i ] iSSet to O for al i=0.( luminanceMappingNumVal - 1) for which the value
of tmOutputFineTuningX[i] equasO.
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The value of tmOutputFineTuningXorig[ i ] isset to 1 for al i=0..( luminanceMappingNumVal - 1) for which the value
of tmOutputFineTuningX[i] equals 1.

For al values of i for which no value of tmOutputFineTuningXaorig[ i ] has been computed, the value of
tmOutputFineTuningXorig[ i 1, is computed by the remainder of this clause.

NOTE 1: The process specified in this clause is the inverse of the processin clause 1.4.5.4. However, the direct
computation of that inverse requires the knowledge of the output tmOutputFineTuningXorig[ i ] already
during the computation. The computation of thisinverse requires therefore some form of iteration. The
remainder of this clause shows one of the many waysto do this.

For al i for which no value of tmOutputFineTuningXorig[ i ] has been computed and for all 256 values of j in the
interval [0..255], the process specified in clause 1.4.5.4 is used to compute a look-up table lutFtcX, defined by:

Xaistr [J] = utFecX[i][j + 255] (1.55)
where;:
e j—+ 255isused astheinput tmOutputFineTuningXorig[ i ] fOr the processin clause 1.4.5.4;
o x4se-Lj] isthe corresponding output tmOutputFineTuningX[ i ] of the processin clause 1.4.5.4; and

. using the value of tmOutputFineTuningY[i] asthe input tmOutputFineTuningYorig[ i ] t0 the process
specified in clause 1.4.5.4;

. using the input variables specified for this clause in the process specified in clause 1.4.5.4.

For al values of i for which no value of tmOutputFineTuningXorig[ i ] has been computed, the value of j + 255 is
selected as the output tmOutputFineTuningXorig[ i ] Of this clause, for which:

8[j] = Abs(lutFtcX[i][j + 255] — tmOutputFineTuningX[i]) (1.56)
has the smallest value for dl j in the interval [0..255].
NOTE 2: The process described above can be done using a binary search.

NOTE 3: The processin clause 1.4.5.4 is partly based on the process specified in clause 7.3.5. The output variables
tminputSignalBlackLevel Offsetup, tminputSignalWhiteLevelOffsetup, shadowGainup, highlightGainup,
and midToneWidthAdjFactorup of the processin clause 1.3.2.15 can be used for the recomputed metadata
required in equation (55) in clause 7.3.5.

1.3.2.14.5  Computation of original "Saturation Gain" parameters
This process takes as inputs:
e the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);

. the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3);

e theorigina luminance mapping variables tminputSignalBlackLevel Offsetorig,
tminputSignalWhiteLevel Offsetorig, shadowGainorig, highlightGainorig, and midToneWidthAdjFactororig, 8S
output by the processesin clause1.3.2.14.2 and in clause 1.3.2.14.3;

e theorigina luminance mapping variables shadowGainorig, highlightGainorig, and
midToneWidthAdjFactororig as output by the process specified in clause 1.3.2.14.2;

. the original luminance mapping variablestminputSignalBlackLevel Offsetorig and
tmInputSignalWhiteLevel Offsetorig &S output by the process specified in clause 1.3.2.14.3;

. the original luminance mapping variablestmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ] and
tmOutputFineTuningYorig[ i ] as output by the process specified in clause 1.3.2.14.4; and

° the colour correction adjustment variables saturationGainNumVal, saturationGainX[ i ] and

saturationGainY][ i ], from the structure luminance_mapping_variables( ) of the reconstruction metadata
(clause 6.2.5 of [1]).
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The process generates as output:

. the original colour correction adjustment variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ].

If the value of L ;. equalsthat of Lypp ,, the output variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] have the same value as the input variables saturationGainNumVal, saturationGainX[ i ] and
saturationGainY[i] for al i=0..( saturationGainNumVal - 1 ). Otherwise, they are computed as specified in the
remainder of this clause.

The value of saturationGainNumValorig iS Set to the value of saturationGainNumVal.

For al valuesof 0 < i < saturationGainNumVal, the value of saturationGainXaorig[ i ], is computed by equation (1.57)
up to and including (1.59).

sx[i] = saturationGainX[i] (1.57)

lutMapYHDR[(maxSampleVal —1) x sx[i]], sx[i] <invPQ(Lgiser)
invPQ(LHDR_ o)
invPQ(Lgistr) ’

SXorigli] = (1.58)

sx[i] x otherwise

where:
e maxSampleValisequal to 20i.e 1 024;

o lutMapYypr[L] isthe lookup table specified in clause 1.3.2.17, which is the inverse of the lookup table
PQDAJL] specifiedin clause 1.4.5.5; and

e  invPQ(C) istheinverse of the PQ EOTF as specified by equations 5.1 and 5.2 of [6].
saturationGainX o4 [i] = $X,r4[i] (1.59)

NOTE 1: For all valuesof 0 < i < saturationGainNumVal, the value of saturationGainXorig[ i ], iSin the bounded
range[Oto 1].

For al values of 0 < i < saturationGainNumVal, the value of saturationGainYarig[ i ], iS computed by equation (1.60)
up to and including (1.63).

sy[i] = saturationGainY[i] (1.60)

_ _inwPQ(Lgistr)=invPQ(LspR) (1.61)
invPQ(Lupr o)-invPQ(Lspr) '

¢ (LHDR,oi Lspr; Ldistr) =
where;

. Lgpg 15100 cd/m?;

_ (c(Lupr oiLspriLaistr)=1)xsylil (1.62)

SYorigli] = -
Yorigi] 2xc(Lupr oiLspriLaistr)xsylil-1

saturationGainY,,;4[i] = Y orig [i] (1.63)

NOTE 2: For al valuesof 0 < i < saturationGainNumVal, the value of saturationGainYorig[ i ], iSin the bounded
range [0 to 1].
1.3.2.15 Block "Metadata recomputation to Lg;s,"
This process takes as inputs:
. the maximum luminance of the distributed input stream hdrDistributedMaxLuminance (clause 1.2.2);

. the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3); and

ETSI



63 ETSI TS 103 433-2 V1.3.1 (2021-08)

the original luminance mapping variablestminputSignalBlackLevel Offsetorig,

tmInputSignalWhiteLevel Offsetorig, ShadowGainorig, highlightGainorig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ] @and tmOutputFineTuningYorig[ i ] 8S output
by the process specified in clause 1.3.2.14.

The process generates as output:

the luminance mapping variables tminputSignalBlackLevelOffsetup, tminputSignalWhiteLevel Offsetup,
shadowGainup, highlightGainup, midToneWidthAdjFactorup, tmOutputFineTuningNumValup,
tmOutputFineTuningXup[ i ] and tmOutputFineTuningYup[ i ], adapted for the maximum luminance of the
distributed input stream.

In this block, the metadata variables based on the maximum luminance of the original picture or recomputed to
metadata variables based on the maximum luminance of the distributed input stream.

This recomputation is done as specified in clause 7.3, with the following adaptations.

Clause 7.3.2 is used with the following adaptations.

- Theinput variable hdrDisplayMaxLuminance (clause 6.2.3 of [1]) is replaced by the value of
hdrOriginalMaxLuminance (clause 1.2.3).

- Lypr o, isusedinstead of Lypp.
- Lgis¢r, OF equally hdrDistributedMaxLuminance (clause |.2.2), is used instead of L, ;s -

The output variable tminputSignalWhiteLevel Offsetup iS taken as the output variable 7MWLOpa of the
recomputation for display adaptation as specified by clause 7.3.3 using tminputSignalWhiteLevel Offsetorig
from clause 1.3.2.14.3 asinput instead of tmInputSignalWhiteLevelOffset.

The output variable tminputSignalBlackLevel Offsetyp istaken as the output variable 7MBLOpa of the
recomputation for display adaptation as specified by clause 7.3.3 using tminputSignalBlackLevel Offsetorig
from clause 1.3.2.14.3 asinput instead of tmInputSignalBlackLevel Offset.

The "unmodified metadata’ in clause 7.3.4 is the unmodified original metadata as computed by the block
"Conversion to original metadata Lypp ," (See clause 1.3.2.14), in particular shadowGainorig,
highlightGainorig, and midToneWidthAdjFactororig.

The output variables shadowGainup, highlightGainu and midToneWidthAdjFactoru, are computed by
equations (50), (51) and (52) respectively as specified by clause 7.3.4 using "unmodified metadata" as
specified above.

The output variable tmOutputFineTuningNumValyp istaken as the input variable
tmOutputFineTuningNumValorig increased with the number of inferred points generated in the process
specified in clause 7.3.5.

NOTE: tmOutputFineTuningNumValerig < tmOutputFineTuningNumValyp <

tmOutputFineTuningNumValorig + 2.

The output variables tmOutputFineTuningXup[ i ] and tmOutputFineTuningYup[ i ] for

i=0..( tmOutputFineTuningNumValuy, - 1) are taken as the output variables x; ) , and y; , , from clause 7.3.5,
using the original metadata output from clause 1.3.2.14 asinput instead of using the distributed metadata as
stored in the structure luminance_mapping_variables( ) of the reconstruction metadata as specified in

clause 6.2.5in[1].
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1.3.2.16 Block "Metadata recomputation to Lg;s,"

This process takes as inputs:
. the maximum luminance of the original picture hdrOriginalMaxLuminance (clause 1.2.3);

. the original luminance mapping variablestminputSignalBlackLevelOffsetorig,
tminputSignalWhiteLevelOffsetorig, sShadow Gainorig, highlightGainorig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ] @hd tmOutputFineTuningYorig[ i ] &S output
by the process specified in clause 1.3.2.14; and

e the maximum luminance of the presentation display Ly q;sp-
The process generates as output:

. the display adapted luminance mapping variablestminputSignalBlackLevel Offsetoa,
tmInputSignalWhiteLevelOffsetoa, shadowGainoa, highlightGainpa, midToneWidthAdjFactorpa,
tmOutputFineTuningNumValpa, tmOutputFineTuningXpa[ i ] and tmOutputFineTuningYpa[ i ].

When the original metadata as computed in the block "Conversion to original metadata Ly pr ," isused unchanged in
clause 1.3, the resulting reconstruction process enabl es the generation of an SDR picture, a picture with a maximum
luminance of 100 cd/m2, from an HDR picture with associated dynamic metadata. Clause 1.3 also specifies the
generation of an HDR picture adapted for the maximum luminance, L4, Of the presentation display in case Ly, q;sp 1S
anywhere in between 100 cd/m? and a value higher than the maximum luminance of the HDR grading monitor Ly .
When Ly isreplaced by Ly pg o, the recommended range of values of L4, to perform display adaptation with can
be computed as specified in Annex H.

For the adapted HDR picture generation, or display adaptation, certain original metadata needs to be recomputed before
it can be used in the clauses1.3.2.4 to 1.3.2.7. Thisis done as specified in clause 7.3, with the following adaptations.

. Clause 7.3.2 is used with the following exceptions.

- Theinput variable hdrDisplayMaxLuminance (clause 6.2.3 of [1]) is replaced by the value of
hdrOriginalMaxLuminance (clause 1.2.3).

Lypr , isused instead of Lypp.

. The output variable tminputSignalWhiteLevel Offsetpa is taken as the output variable TMWLOp4 of the
recomputation for display adaptation as specified by clause 7.3.3 using tminputSignalWhiteLevel Offsetorig
from clause 1.3.2.14.3 asinput instead of tmInputSignalWhiteLevelOffset.

e  Theoutput variable tminputSignalBlackLevelOffsetpa is taken as the output variable 7MBLOpa of the
recomputation for display adaptation as specified by clause 7.3.3 using tminputSignalBlackLevel Offsetorig
from clause 1.3.2.14.3 asinput instead of tmInputSignalBlackLevel Offset.

. The "unmodified metadata’ in clause 7.3.4 is the unmodified original metadata as computed by the block
"Conversion to original metadata Lypp ," (See clause 1.3.2.14), in particular shadowGainorig,
highlightGainorig, and midToneWidthAdjFactororig.

. The output variables shadowGainoa , highlightGainoa and midToneWidthAdjFactorpa are computed by
equations (50), (51) and (52) respectively as specified by clause 7.3.4 using "unmodified metadata" as
specified above.

. The output variable tmOutputFineTuningNumValpa is taken as the input variable
tmOutputFineTuningNumValorig increased with the number of inferred points generated in the process
specified in clause 7.3.5.

NOTE: tmOutputFineTuningNumValorig <tmOutputFineTuningNumValpa <
tmOutputFineTuningNumValorig + 2.
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. The tmOutputFineTuningNumValoa number of output variables tmOutputFineTuningXopa[ i ] and
tmOutputFineTuningYoa[ i ] are taken asthe output variables x; , , and y; , , from clause 7.3.5, using the
original metadata output from clause 1.3.2.14 as input instead of using the distributed metadata as stored in the

structure luminance_mapping_variables( ) of the reconstruction metadata as specified in clause 6.2.5 in [1].
1.3.2.17 The computation of lutMapYHpr
The lookup table /utMap Yupris used in the construction of the colour correction table, see clause 1.3.3.

The computation of /utMapYwupr is done the same as the computation of |utMapY as specified in clauses 1.3.2.2 up to
and including 1.3.2.16, with L, 4;,, Set to the value of Lypg , in the block "M etadata recomputation to L, 4;," from
clause 1.3.2.16. This effectively means that the tone mapping down block in the tone mapping process of Figure 1.2 is
the identity function, i.e. it copiesitsinput to its output.

1.3.3  Colour correction table construction from parameter-based
mode (payloadMode 0)

The colour correction table construction for payload mode O derives a 1D look-up table /utCC. This process resembles
the process specified in clause 7.2.3.2, with the luminance input to the derivation of the colour correction table adapted
for the lower maximum luminance of the distributed stream.

This process takes as inputs:
e thevariable hdrOriginalMaxLuminance (clause|.2.3);
. the variable hdrDistributedMaxLuminance (clause 1.2.2);
e  the SDR picture mastering display maximum luminance sdrDisplayMaxLuminance (clause 6.2.4 of [1]);
. the maximum luminance L, ;s;, Of the presentation display (clause 7.2.1);

. the luminance mapping table /utMapYupr of maxSampleVal entries from L, 10 Lypr o, (Clause1.3.2.17);
and

° the original colour correction adjustment variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] (Clause 1.3.2.14.5).

The process generates as output:
. the colour correction look-up table /utCC of maxSampleVal entries.
Thevalue of /utCC[ 0] isderived as specified in equation (1.64).
lutcclo] = 0,125 (1.64)
For each lumavalue Yin 1..( maxSampleVal- 1), lutCC[ Y] isderived as specified in equation (1.65).

1+modFactory xy;* Max(Rggp+255 Rsgrxgu(Y)) 1
Yn X (1+modFactordelz'4) Max(ngf+255 1ngf><gd(Yl)) maxSampleVal—-1

lutCC[Y] = Min <lutCC[O] ; ) (1.65)

where:

Y

. Y =———
maxSampleVal-1

n
* Y, = tMapYyprlY];

where:

- lutMapYypr[Y] is specified in clause 1.3.2.17;

e  modFactor, = C(LHDRJ); Lspr; Ldistr), see equation (1.66);
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e g.(Y) = figr(Y)) X modFactor, + (1 —modFactor,) + Ryyy;
. modFactor, = C(LHDR_O; Lgpr; Lpdisp), see equation (1.66);
o ga(Y) = f5qr(Y)) X modFactory + (1 —modFactory) + Ry,

. the saturation gain function £, () is derived from the piece-wise linear pivot points defined by the variables
saturationGainXorig[ i ] and saturationGainYorig[ i ], for i=0..( saturationGainNumValorig - 1), see clause 7.3
of [1]. When saturationGainNumValorig isequal t0 0, fs5r() = 1 + Ry,

. Rsr = 2 in the present document.

The colour correction function c(x; y; z) is derived as specified in equation (1.66).

vig) = 1 _ MOPQ@=invret)
C(X’ ¥ Z) =1 invPQ(x)—invPQ(y) (I .66)
where:

. invPQ(C) istheinverse of the PQ EOTF as specified by equations 5.1 and 5.2 of [6].

1.3.4 HDR/SDR picture reconstruction from look-up tables and
distributed HDR picture

The HDR/SDR reconstruction process for SL-HDR2+ isidentical to the process specified in clause 7.2.4, except that
the luminance mapping table /utMapY as derived in clause 1.3.2 is used and the colour correction table /utCC as derived
inclause 1.3.3 is used.

1.4 SL-HDR2+ HDR-to-SDR decomposition principles
and considerations

1.4.1 Introduction

The blocks "HDR-to-HDR reconstruction” and "HDR-to-SDR reconstruction” in Figure 1.5 of the SL-HDR2+ HDR-to-
SDR decomposition process aim at converting the input HDR to a PQ compatible version with a maximum luminance
Lgiser lower than Ly pr o, the maximum luminance of the original picture, and an SDR compatible version. The process
aso uses side information such as the mastering display peak luminance, colour primaries, and the colour spacein
which the original input HDR, distributed HDR and SDR pictures are represented. In the present document, the HDR-
to-HDR and HDR-to-SDR conversion operate without changes of the colour gamut or space. The original input HDR,
distributed HDR and SDR pictures are defined in the same colour gamut or space. However, the pre-processor may
include optional gamut mapping parameters in the dynamic metadata that the IRD can use to perform gamut mapping
after reconstruction of the HDR/SDR signal to a different colour gamut or space than the one of the input HDR picture
(source picture).

The decomposition processes generate an HDR signal @L ;- and an SDR backwards compatible version from the
input HDR signal, using an invertible process that guarantees a high quality reconstructed original HDR and SDR
signal.

The processis summarized in Figure 1.5 where the input HDR is PQ and has Lypr o > Lgiser, Where Lypr , isthe
maximum luminance of the HDR mastering display and L ;s 1S the maximum luminance of the distributed signal .
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Figure 1.5: Synopsis of the HDR-to-SDR decomposition process for PQ input

NOTE 1. The encoder shown in Figure 1.5 would become an SL-HDR2 encoder, see Figure C.1, when Lypr o
would become equal to ;.- In that case, the blocks "HDR-to-HDR reconstruction” and "M etadata
conversion to distribution channel” would become the identity function, i.e. they copy input to output.

The input PQ HDR picture is assumed to be graded on an HDR monitor. Only the HDR monitor is shown in Figure 1.5
without the rest of the HDR grading process. However, the characteristics of the HDR grading monitor are used in the
picture analysis block and are part of the generated metadata.

From the input HDR picture and its characteristics, the dynamic metadata variables are derived in the block "Picture
analysis'. This may be an automatic process, e.g. a process as specified in clause C.3 of [1], in which case the block
"HDR-to-SDR reconstruction” as well as the distribution HDR and SDR grading monitors are not required, or a process
where a human grader observes the distributed HDR and SDR grading monitors while adjusting the metadata
parameters for optimally graded distributed HDR and SDR pictures.

NOTE 2: The SDR and distributed HDR pictures cannot be adapted independently from one another by adjusting
the dynamic metadata variables.

The blocks "Picture analysis', "HDR-to-SDR reconstruction”, "HDR-to-HDR reconstruction” and "M etadata
conversion to distribution channel” shown in Figure 1.5 are specified in clauses 1.4.2, 1.4.3, 1.4.4, and 1.4.5 respectively.

The output of the decomposition process to the video encoder for e.g. video distribution is the output distributed HDR
picture from the block "HDR-to-HDR reconstruction”, together with the dynamic metadata variables as computed by
the block "M etadata conversion to distribution channel”. The dynamic metadata variables are stored in the SEI
messages as specified by Annex A of [1] as adapted by Annex A of the present document for HEV C and by clause |.2.

1.4.2  Block "Picture analysis"

NOTE: Thisblock isidentical to the block "Picture analysis' in the SL-HDR2 HDR-to-SDR decomposition
process, see Figure C.1.

This process takes as inputs:

. the maximum luminance of the distributed input stream L ;-

e the maximum luminance of the original picture Lypp ,; and

. the original input PQ HDR picture to the HDR-to-SDR decomposition processin clause 1.4.1.
The process generates as output:

e theorigina luminance mapping variables tminputSignalBlackLevel Offsetorig,
tminputSignalWhiteLevelOffsetorig, ShadowGainorig, highlightGainoerig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuning Xorig[ i ] and tmOutputFineTuningYorig[ i ]; and
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e theorigina colour correction adjustment variables saturationGainNumValorig, SaturationGainXorig[ i ] and
saturationGainYorig[ i ].

The determination of the output variables tminputSignalBlackLevel Offsetorig, tmInputSignalWhiteL evel Offsetorig,
shadowGainorig, highlightGainorig, midToneWidthAdjFactororig, tmOutputFineTuningNumValorig,
tmOutputFineTuningXorig[ i ] tmOutputFineTuningYorig[ i ], saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] iS not specified in the present document, except for the limitations on their values.

The possible values of the output variablestminputSignalBlackLevel Offsetorig, tminputSignalWhiteL evel Offsetorig,
shadowGainorig, highlightGainorig, midToneWidthAdjFactororig, tmOutputFineTuningNumValorig,
tmOutputFineTuningXorig[ i ] tmOutputFineTuningYorig[ i ], saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] are limited in the same way as specified in clause 6 of [1] for tmInputSignalBlackLevel Offset,
tmInputSignalWhiteLevelOffset, shadowGain, highlightGain, midToneWidthAdjFactor,
tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ] tmOutputFineTuningY[i ], saturationGainNumVal,
saturationGainX[ i ] and saturationGainY[ i ] respectively.

1.4.3 Block "HDR-to-SDR reconstruction”

NOTE: Thisblock isidentical to the combined blocks"HDR-to-SDR reconstruction”, "Derivation lutMapY" and
"Derivation lutCC" in the SL-HDR2 HDR-to-SDR decomposition process, see Figure C.1.

In case the SDR grading monitor is used, the block "HDR-to-SDR reconstruction™ in Figure I.5 functions the same as an
SL-HDR2 decoder as specified in clause 7.2, using dynamic metadata variables from the block "Picture analysis' in
clause |.4.2 instead of the ones from the metadata structures as specified in clause 6, the value of Lypy , instead of
Lypr, and with the maximum luminance of the presentation display, L,q;sp, Set t0 Lspg, i.€. the recomputation of
metadata as specified in clause 7.3 is not performed and the metadata val ues are used as determined in the block
"Picture analysis'.

1.4.4 Block "HDR-to-HDR reconstruction"

The purpose of the block "HDR-to-HDR reconstruction” in Figure 1.5 isto perform channel adaptation, i.e. tone
mapping and colour correction from the maximum luminance of the HDR mastering display, Lypr ,. to the maximum
luminance of the distributed signal, L ;s

The block "HDR-to-HDR reconstruction™ in Figure 1.5 reuses SL-HDR2 technology. It functions the same as a decoder
as specified in clause 7.2, using dynamic metadata variables from the block "Picture analysis' in clause |.4.2 instead of
the ones from the metadata structures as specified in clause 6, the value of Ly pk , instead of Ly g, and using the display
adaptation as specified in clause 7.3 with the maximum luminance of the presentation display, Lyq;sp, Set t0 Lyiser, i.€.
the maximum luminance of the distributed stream.

NOTE: IncaseLy;s: would be equal to Lypp ,, the output of this block would be identical to itsinput asis the
casein an SL-HDR2 encoder, see Annex C.

1.4.5 Block "Metadata conversion to distribution channel”

.4.5.1 Introduction

The metadata parameters that were used in the maximum luminance adaptation to L ;.- in the block "Encoder”
(clause 1.4.4) cannot be used directly as metadata on the distribution channel. Instead, these parameters are converted to
other values, such that:

. SL.-HDR2 decoders are able to reconstruct the SDR stream, and

. in addition to reconstruction of the SDR stream, SL-HDR2+ decoders are able to reconstruct the original
picture (HDR stream input to the encoder) from the distributed stream, as well as perform display adaptation to
any luminance between Lgpp and Ly pg -

NOTE 1: Incase Ly;s: Would be equal to Lypp ,, the output of this block would be identical to itsinput asisthe
casein an SL-HDR2 encoder, see Annex C.
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The "Metadata conversion to distribution channel" process takes asinputs:
e the maximum luminance of the distributed input stream L;g¢;
. the maximum luminance of the original picture Ly pg o;

. the original luminance mapping variablestminputSignalBlackLevelOffsetorig,
tminputSignalWhiteLevelOffsetorig, sShadow Gainorig, highlightGainorig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ] @nd tmOutputFineTuningYorig[ i ] &S output
by the block "Picture analysis" (clause1.4.2); and

. the original colour correction adjustment variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] as output by the block "Picture analysis* (clause1.4.2).

The process generates as output:
. the maximum luminance of the distributed output stream hdrDistributedMaxLuminance;
e the maximum luminance of the original picture hdrOriginalMaxLuminance;

e theluminance mapping variables tminputSignalBlackLevelOffset, tmIinputSignalWhiteLevel Offset,
shadowGain, highlightGain, midToneWidthAdjFactor, tmOutputFineTuningNumVal,
tmOutputFineTuningX[ i ] and tmOutputFineTuningY[i], adapted for the maximum luminance of the
distributed input stream and SL-HDR2 backwards compatibility;

. the colour correction adjustment variables saturationGainNumVal, saturationGainX[ i ] and
saturationGainY[ i ], adapted for the maximum luminance of the distributed input stream and SL-HDR2
backwards compatibility; and

. the mapping of the output metadata variables to SEI message syntax elements of Annex A.

The determination of the value of all other metadata variables specified in clause 6 of [1] for usein an SL-HDR2+
distributed stream as specified in Annex | isthe same as that done by an SL-HDR2 encoder that does not use the
extension specified in Annex I.

The output value hdrDistributedMaxLuminance is set to the value of the maximum [uminance of the distributed output
stream L;q.-- The value of hdrDistributedMaxLuminance is mapped to the value of SEI message syntax elements
src_mdcv_min_mastering_luminance and/or max_display_mastering_luminance (Annex A) in the same way as an
SL-HDR1 encoder [1] maps hdrDisplayMaxLuminance.

The output value hdrOriginalMaxLuminance is set to the value of the maximum luminance of the original picture,
Lypr - Thevaue of hdrOriginalMaxLuminance is mapped to the value of SEI message syntax element
original_picture_max_luminance (Annex A) as specified in equation (1.67):

original_picture_max_luminance = Min(50 x ((hdrOriginalMaxLuminance + 25)/50); 10 000) (1.67)

The determination of the output values shadowGain, highlightGain and midToneWidthAdjFactor is specified in
clause1.4.5.2.

The determination of the output values tminputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset is
specified in clause 1.4.5.3.

The determination of the output values tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ] and
tmOutputFineTuningY[i]is specified in clause 1.4.5.4.

The determination of the output values saturationGainNumVal, saturationGainX[ i ] and saturationGainY[i]is
specified in clause 1.4.5.5.

NOTE 2: Sincethe input of clause |.4.5.4 depends on the output of clauses1.4.5.2 and 1.4.5.3, the processes of
clauses1.4.5.2 and 1.4.5.3 should be executed before the process of clause|.4.5.4.

The output values tminputSignalBlackLevelOffset, tmInputSignalWhiteLevel Offset, shadowGain, highlightGain,
midToneWidthAdjFactor, tmOutputFineTuningNumVal, tmOutputFineTuningX[ i ], tmOutputFineTuningY[i],
saturationGainNumVal, saturationGainX[ i ] and saturationGainY[ i ] are mapped to the value of SEI message syntax
elements (Annex A) in the same way as an SL-HDR1 encoder [1] maps these output values.
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1.4.5.2 Computation of distributed "Tone mapping curve" parameters
This process takes as inputs:

e the maximum luminance of the distributed input stream Ly;g¢;

e the maximum luminance of the original picture Lypp ,; and

e theorigina luminance mapping variables shadowGainorig, highlightGainorig and midToneWidthAdjFactororig
as output by the block "Picture analysis’ (clause 1.4.2).

NOTE: The use of values of the input variable highlightGainorig higher than highlightGainim leads to the
clipping of the output variable highlightGain in this process, which initsturn leadsto an SL-HDR2+
decoder not able to recreate the original input PQ HDR picture to the HDR-to-SDR decomposition
processin clause 1.4.1. The value of the input variable highlightGainorig has therefore been limited to a
maximum of highlightGainim by the process in the block "Picture analysis* (clause 1.4.2).

The process generates as output:

e theluminance mapping variables shadowGain, highlightGain and midToneWidthAdjFactor, adapted for the
maximum luminance of the distributed input stream and SL-HDR2 backwards compatibility.

The output variable midToneWidthAdjFactor has the same value as the input variable midToneWidthAdjFactororig.

If the value of L, equalsthat of Lypp ,, the output variables shadowGain and highlightGain have the same value as
the input variables shadowGainorig and highlightGainorig respectively.

Otherwise, the output variables shadowGain and highlightGain are computed from the input variables shadowGainorig
and highlightGainorig according to equations (1.68) up to and including (1.82).

— Laistr ,
u=v (LSDR ; LSDR) (1.68)
_ LHDR o,
K= v( D8, ; Lsor ) (1.69)
L
A=v ( fibko, Ldmr) (1.70)

where;

. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3;

. Lgpr isthe SDR picture mastering display max luminance, which is taken as 100 cd/m?;
o Lyistr the maximum luminance of the distributed input stream; and

e Lypr , the maximum luminance of the original picture.

A-1)x(k+1)

scale = o D

(1.71)

NOTE 1: k > 1for Lypg o, > Lspr; @nd A > 1 for Lypgr o > Lyjiser; and k > A for Ly;sr > Lspgr. Therefore,
scale > 0 for Lypg o > Lgiser and scale < 1for Lyiser > Lspg-

highlightGainerig

HGCypig = 2 (1.72)
exposure = ShadowGainorig +0,5 (1.73)
SGCyrig = K X exposure (1.74)
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. Kk istaken from equation (1.69).

NOTE 2:

NOTE 3:

NOTE 4:

NOTE &:
NOTE 6:

NOTE 7:

NOTE 8:

1.4.5.3

1-HGCorig

MIDX = ——
SGCorig—HGCorig

(1.75)

Due to the limitations on highlightGainerig and shadow Gainorig, See clause 1.3.2.14.2, 0 < HGCorig < 0,5
x>1for Lupr o> 100 cd/m?; 0,5 < exposure < 1 and therefore SGCoriz > 0,5 and MIDX > 0.

MIDXyeq = MIDX x {Z22092 x (1 = scale) + 1} (1.76)

Dueto the limitationson MIDX, SGCoriz and scale, see note 1 and note 2 above, MIDX ., is aways
positive.

SGCorig—1

MIDYeq = MIDX x {22

X (1 + scale) + 1} (1.77)

SGCorigXMIDX gcq
MIDY gcq

SGC = (1.78)

Due to the limitations on SGCoriz and scale, see note 1 and note 2 above, MIDY,., isaways positive.
shadowGain = Floor (127,5 x Clip3 (0; 2; (% —05)x 4) +05) + 1275 (1.79)

u > 1for Lyjser > Lspr-
The value of the variable shadowGain isin the bounded range [0 to 2] and isin multiples of ( 2 + 255).

0, MIDX40q =1
HGCaca =1 pax (0'7MIDY‘1€“_1), otherwise (1.80)

" MIDX gcq—1

The condition MIDX ., = 1 also preventsadivision by 0in equations (1.91), (1.92) and (1.93) see the
NOTE 3 seen below equation (1.91) in clause 1.4.5.3.

0, HGCyep = 0
HGC =1 HGCorig , otherwise (1.81)
HGCacq
highlightGain = Floor(127,5 X Clip3(0; 2; HGC x 4) + 0,5) + 127,5 (1.82)

The value of the variable highlightGain isin the bounded range [0 to 2] and isin multiples of ( 2 + 255).

Computation of distributed "Black/white level adaptation" parameters

This process takes as inputs:

e the maximum luminance of the distributed input stream Ly;g¢;

. the maximum luminance of the origina picture Ly pr ,; and

. the original luminance mapping variablestminputSignalBlackLevelOffsetorig,
tminputSignalWhiteLevel Offsetorig, shadowGainorig, highlightGainorig and midToneWidthAdjFactororig 8s
output by the block "Picture analysis' (clause1.4.2).

The process generates as output:

. the luminance mapping variablestminputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset,
adapted for the maximum luminance of the distributed input stream and SL-HDR2 backwards compatibility.

If the value of L, equalsthat of Lypp ,, the output variables tminputSignalBlackLevelOffset and
tminputSignalWhiteLevel Offset have the same value as the input variablestmInputSignalBlackLevel Offsetorig and
tminputSignalWhiteLevel Offsetorig respectively.
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Otherwise, the output variable tminputSignalBlackLevel Offsetorig iS computed from the input variable
tminputSignalBlackLevelOffset according to equations (1.83) up to and including (1.86).

glim=v (%; LSDR) + v( ;LHDR_O) (1.83)

LHDR.o
where;

. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3;

. Lgpr isthe SDR picture mastering display max luminance, which is taken as 100 cd/m?; and

e Lypr , the maximum luminance of the original picture.

scaleHor = (A;) X (K:) (1.84)
where;
. x and A are taken from equations (1.69) and (1.70) respectively.
NOTE 1: « > 1for Lypg , > Lspp @nd A > 1 for Lypp o > Lyjser-
TMBLOy;s¢r = tmInputSignalBlackLevelOffset . X Max(glim; 1 — scaleHor) (1.85)
tmInputSignalBlackLevelOffset = Floor(255 X TMBLO 45 + 0,5) + 255 (1.86)

NOTE 2: The value of the output variable tminputSignalBlackLevelOffsetorig iS in the bounded range [0 to 1] and
isin multiplesof (1 + 255).

If the value of L ;. does not equal thet of Ly ,, the output variable tminputSignalWhiteLevel Offsetorig IS cOmputed
from the input variables tminputSignalWhiteLevel Offset, shadow Gainorig, highlightGainorig,
midToneWidthAdjFactororig according to equations (1.87) up to and including (1.97).

255

blo = tmInputSignalBlackLevelOffset . X scaleHor X 7010 (1.87)
wlo = tmInputSignalWhiteLevelOffset . X scaleHor X g (1.88)
0, HGCyq =0
parag., = {midToneWidt:};AdiFactorﬂrig % ( Abs(scale); LHDR,o): otherwise (1.89)
where;
e  HGCy, istaken from equation (1.80);
e  scale istaken from equation (1.71); and
. v(x;y) istaken from equations (2) and (3) in clause 7.2.3.1.3.
SGCheq = Zgj (1.90)
where;
e  MIDX,., istaken from equation (1.76) in clause 1.4.5.2; and
e  MIDYy,, istaken from equation (1.77) in clause 1.4.5.2.
xh = —=HGCdca parageq (1.92)
SGCca—HGCqca 2
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where:

e  HGCy., istaken from equation (1.80) in clause 1.4.5.2.

NOTE 3: HGC,,, computed as 2 2rdca=l
MIDX gcq—1

MIDY,., becomesequal to MIDX ... MIDY,., becomes equal to MIDX,., when scale becomesO or
when SGC,riy equals 1, whichinitsturn causes MIDX and MIDX 4., to become 1. scale is unequal to O,
if Lgiser iSUNequal to Lypg o. MIDX 4., becoming 1 causes HGC,, ., to be set to 0 in equation (1.80) in
clause1.4.5.2, so causing HGC 4., to become different from SGC,.,- This note also appliesto the
following two eguations.

in equation (1.80) in clause 1.4.5.2 becomes equal to SGCy., When

1-HGC para,
xs = dea T —dea (1.92)
SGCaca—HGCqca 2
0, parag., =0
a= SGCaca—HGC ,
—0,5 x dea”"dca otherwise
paragqcq
0, parag., =0
b = { 1-HGC SGCgcq+HGC .
dea 4 27-dea dea otherwise (1.93)
paradca 2
0, parag., =0
2
c= (5GC4ca—HGCaca)xparageqa—2X(1—HGCg4cq) .
_ ( dca dca dca dca ) , OtheT'Wlse
8X(SGCaca—HGC4ca)Xparagea
1—tmInputSignalWhiteLevelOffset xz—ss—blo
w = 8 510 (1.94)
1-wlo-blo
HGCyeq X (1 —w), w = xh
Wlogea = 31— (axw?+bxw+c), xs<w<xh (1.95)
1 —SGCheq X W, otherwise
510
TMWLOdiStT = WlOdca X E (I 96)

tmInputSignalWhiteLevelOffset = Floor (255 X Clip3(0; 1; TMWLO 4;5r) + 0,5) + 255  (1.97)
NOTE 4: The value of the variable tminputSignalWhiteLevel Offset isin the bounded range [0 to 1] and isin
multiplesof (1 + 255).
1.4.5.4 Computation of distributed "Adjustment curve" parameters
This process takes as inputs:

e the maximum luminance of the distributed input stream Ly;g¢;

the maximum luminance of the original picture Ly pg o,

. the original luminance mapping variablestminputSignalBlackLevelOffsetorig,
tminputSignalWhiteLevelOffsetorig, sShadow Gainorig, highlightGainorig, midToneWidthAdjFactororig,
tmOutputFineTuningNumValorig, tmOutputFineTuningXorig[ i ] @hd tmOutputFineTuningYorig[ i ] &S output
by the block "Picture analysis" (clause 1.4.2);

e theluminance mapping variables shadowGain, highlightGain and midToneWidthAdjFactor, adapted for the
maximum luminance of the distributed input stream and SL-HDR2 backwards compatibility, as output by the
process specified in clause 1.4.5.2; and

. the luminance mapping variables tminputSignalBlackLevelOffset and tminputSignalWhiteLevel Offset,
adapted for the maximum luminance of the distributed input stream and SL-HDR2 backwards compatibility,
as output by the process specified in clause 1.4.5.3.
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The process generates as output:

. the luminance mapping variables tmOutputFineTuningNumVal, tmOutputFineTuningX[i] and
tmOutputFineTuningY[ i ], adapted for the maximum luminance of the distributed input stream and SL-HDR2
backwards compatibility.

The value of tmOutputFineTuningNumVal is set to the value of tmOutputFineTuningNumValorig.

The value of tmOutputFineTuningY[i] is set to the value of tmOutputFineTuningYorig[ i ] for all
i=0..(luminanceMappingNumValorig - 1 ).

If the value of L, equalsthat of Lypp ,, the value of tmOutputFineTuningX[ i] is set to the value of
tmOutputFineTuningXorig[ i ] for al i=0..( luminanceMappingNumValorig - 1 ). Otherwise, the values of
tmOutputFineTuningX[ i ] are computed as specified in the remainder of this clause.

The value of tmOutputFineTuningX[i] is set to the value of tmOutputFineTuningXorig[ i ] for al
i=0..( luminanceMappingNumValerig - 1 ) for which the value of tmOutputFineTuningYorig[ i ] equals 0 or 1.

For al values of i for which no value of tmOutputFineTuningX[ i ] has been computed using the above rule, the value
of tmOutputFineTuningX[i], is computed by the following two steps.

In the first step, for all values of i for which no value of tmOutputFineTuningX[ i ] has been computed using the above
rule, the value of y;  , is computed as specified in clause 7.3.5, by:

. using the original |uminance mapping variables as output by the block "Picture analysis' (clause1.4.2) as
input;

. using the value of Lypr , for Lyppr; and
. using the value of L, for Lyg;gp-
NOTE: No inferred pointsare required in step 1 above.

In the second step, for al values of i for which no value of tmOutputFineTuningX[ i ] has been computed, the val ue of
Yipa 1Stone mapped from Ly, t0 Lgpg by the concatenation of the process " Black/white level adaptation” specified in
clause 7.2.3.1.4 and the process " Tone mapping curve" specified in clause 7.2.3.1.5, by:

. using the value of y; ) , astheinput ¥pusin clause 7.2.3.1.4

. using the newly computed channel metadata parameters shadowGain, highlightGain,
midToneWidthAdjFactor, tminputSignalBlackLevelOffset and tmInputSignalWhiteLevel Offset, from
clauses1.4.5.2 and 1.4.5.3 as input metadata;

e usingthevalue of Lgy;g, for Lypg in clause 7.2.3.1.5; and

. using the value of Lgpg (100 cd/nv?) for Lypaisp inclause 7.2.3.1.5.

For al values of i for which no value of tmOutputFineTuningX[ i ] has been computed, the value of the output Y.q; of
the process specified in clause 7.2.3.1.5 is rounded to multiples of ( 1 + 255) and assigned to
tmOutputFineTuningX[ i ] according to equation (1.98).

tmOutputFineTuningX[i] = Floor(255 X Y,4; 4+ 0,5) + 255 (1.98)

1.4.5.5 Computation of distributed "Saturation Gain" parameters
This process takes as inputs:

e the maximum luminance of the distributed input stream L ;g

. the maximum luminance of the origina picture Ly pr »; and

. the original colour correction adjustment variables saturationGainNumValorig, saturationGainXorig[ i ] and
saturationGainYorig[ i ] as output by the block "Picture analysis’ (clause 1.4.2).
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The process generates as output:

. the colour correction adjustment variables saturationGainNumVal, saturationGainX[ i ] and
saturationGainY[ i ], adapted for the maximum luminance of the distributed input stream and SL-HDR2
backwards compatibility.

If the value of L, equalsthat of Lypp ,, the output variables saturationGainNumVal, saturationGainX[ i ] and
saturationGainY[ i ] have the same value as the input variables saturationGainNumValorig, SaturationGainXorig[ i ] and
saturationGainYorig[ i ] for all i=0..( saturationGainNumValorig - 1 ). Otherwise, they are computed as specified in the
remainder of this clause.

The value of saturationGainNumVal is set to the value of saturationGainNumValorig.

For al valuesof 0 < i < saturationGainNumVal, the value of saturationGainX[ i ], is computed by equation (1.99) up
to and including (1.101).

SXorigli] = saturationGainX,,|i] (1.99)

PQDA [(maxSampleVal -1 x sxm-g[i]], SXorigli] <invPQ(Lypg o)
sx[i] = (1.100)

. invPQ(Lg; .
SXgrigli] X InvPOgiser) otherwise
9 invPQ(LHDR o)

where;
e maxSampleValisequal to 2'%i.e. 1 024,

e  PQDAJL] isthelookup table /utMap¥| L] as specified in clause 7.2.3.1, using dynamic metadata variables
from the block "Picture analysis' instead of the ones from the metadata structures as specified in clause 6, the
value of Lypp , instead of Lk, and using the display adaptation as specified in clause 7.3 with the maximum
luminance of the presentation display, Lyq;sp, SEt t0 Ly, i.€. the maximum luminance of the distributed
stream; and

. invPQ(C) istheinverse of the PQ EOTF as specified by equations 5.1 and 5.2 of [6].

NOTE 1: Thelookup table /utMap¥| L] to be used for PQDA[L] is the same as the lookup table /utMap¥| L] used
in the block "HDR-to-HDR reconstruction” specified in clause 1.4.4.

saturationGainX[i] = Floor(255 X sx[i] + 0,5) + 255 (1.101)

NOTE 2: For all valuesof 0 < i < saturationGainNumVal, the value of saturationGainX[ i ], isin the bounded
range [0 to 1] and isamultiple of (1 + 255).

For all valuesof 0 < i < saturationGainNumVal, the value of saturationGainY[i], is computed by equation (1.102)
up to and including (1.105).

SYorigli] = saturationGainY,,|i] (1.102)

invPQ(Laiser)—invPQ(Lspr) (1.103)

C(LHDRJ’; Lspr; LdiStr) =47 invPQ(LupR_o)—invPQ(Lspr)

where:

. Lgpg 15100 cd/m2.

syli] = origl (1.104)

1+¢(LupRr_oiLsDRLaistr) X (2XsYoriglil—1)
saturationGainY[i] = Floor(255 X sy[i] + 0,5) +~ 255 (1.105)

NOTE 3: For al valuesof 0 < i < saturationGainNumVal, the value of saturationGainY[i ], isin the bounded
range [0 to 1] and isamultiple of (1 + 255).
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1.5 Display adaptation tuning

The display adaptation specified in clause 7 for SL-HDR2 can be tuned in order to accommodate to personal
preferences by using tuned versions of a subset of the metadata input variables to the display adaptation specified in
clause 7. Thistuning is done by means of defining an alternate display adaptation tuning profile. With such an aternate
profile, one can put more or less emphasis on desired areas of the tone mapping curve depending on the presentation
display maximum luminance capability.

The display adaptation tuning described in this clause can aso be used in combination with the display adaptation
performed by the block "Tone mapping down" in Figure 1.2 in SL-HDR2+. In that case, Lypp isreplaced by Lypg , in
this clause.

In order to be able to use the display adaptation tuning, the metadata input variables to the process specified in clause 7
or clause1.3.2.4, tminputSignalWhiteLevel Offset and tmInputSignalBlackLevelOffset, as well as the metadata input
variables to the process specified in clause 7 or clause 1.3.2.5, shadowGain, highlightGain, and
midToneWidthAdjFactor, need to be replaced by the output variables of this clause,
tunedTmInputSignalWhiteLevelOffset, tunedTmInputSignalBlackLevelOffset, tunedShadowGain,
tunedHighlightGain, and tunedMidToneWidthAdjFactor respectively.

This clause specifies the process to determine the tuned metadata input variables.
This process takes as inputs:

. the dynamic metadata, i.e. the luminance mapping variablestminputSignalBlackLevelOffset,
tmInputSignalWhiteLevel Offset, shadowGain, highlightGain, and midToneWidthAdjFactor, as stored in
the structure luminance_mapping_variables( ) of the reconstruction metadata as specified in clause 6.2.5 of [1];

. the alternative metadata, i.e. altTmInputSignalWhiteLevel Offset, altTmInputSignalBlackLevelOffset,
altShadowGain, altHighlightGain, and altMid ToneWidthAdjFactor that are variables that have the same
properties and range restrictions as their respective counterparts with the exception that they are local variables
not received via the dynamic metadata channel;

e the maximum luminance of the presentation display, L,qisp;
e theluminance limits L,,;,, and L,q,, Suchthat Lgpr < Liin < Limax < Lupr;
where:

- Lypg isthe maximum display mastering luminance from the variable hdrDisplayMaxLuminance in the
structure hdr_characteristics( ) of the reconstruction metadata (clause 6.2.5 of [1]);

e Lgpg isthe maximum SDR luminance (100 cd/m?); and
e  theblending factor a, suchthat 0 < a < 1.
The process generates as output:

. tunedTmInputSignalWhiteLevel Offset;

tunedTmInputSignalBlackLevelOffset;

tunedShadowGain;

tunedHighlightGain; and
. tunedMidToneWidthAdjFactor.

The output variables of this process are computed from itsinputs as specified by equations (1.106) up to and including
(1.110).

tunedTmInputSignalWhiteLevelOffset =
a X altTmInputSignalWhiteLevelOffset + (1 — @) X tmInputSignalWhiteLevelOffset (1.106)
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tunedTmInputSignalBlackLevelOffset =

a x altTmInputSignalBlackLevelOffset + (1 — a) x tmInputSignalBlackLevelOffset (1.107)
tunedShadowGain = a X altShadowGain + (1 — ) X shadowGain (1.108)
tunedHighlightGain = a x altHighlightGain + (1 — «) X highlightGain (1.109)

tunedMidToneWidthAdjFactor =
a X altMidToneWidthAdjFactor + (1 — a) X midToneWidthAdjFactor (1.1120)

where:
. the blending factor e issuchthat 0 < a < 1.

The blending factor « may be determined as a function of the maximum luminance of the presentation display in the
following way.

An example value for L,,;,, may be L,,;, = 100 cd/m?.
An example value for L,,q,, may be 0,5 X Lypg, or 50% of the maximum luminance of the HDR mastering display.

The luminance limits L,,;;, and L., are converted to their counterparts in the perceptual uniform domain according to
equations (1.111) and (1.112).

Lmi

Umin = U(—L:D:; »Lupr) (1.111)
Lmax

Umax = U(LHDR , LHDR) (I -112)

where;
e v(x,y) istaken from equations (2) and (3).

Finally, the blending factor « is computed according to equation (1.113).

Lo
pdisp
(0, v(——=,Lupr) < Vmin
LHDR
L .
pdisp >
a= 11 v(, +Lupr) 2 Vimax (1.113)
Lpdis
| v( LI;;;"LHDR)_Vmin
k , elsewhere
UYmax~Vmin

where;
®  Lygisp iSthe maximum luminance of the presentation display, with Lspr < Lygisp < Lupr-

NOTE 1: Inthe display adaptation tuning specified in this clause, the dynamic metadata from clause 6.2.5 of [1] are
used asis for display adaptation to Lg,,. With increasing maximum luminance of the presentation display
from Lg, R, the display adaptation from clause 7 is gradually changing from using the dynamic metadata
from clause 6.2.5 of [1] to using the alternative metadata, where for display adaptation at L,,,,, and above,
the alternative metadatais used as is.

NOTE 2: The alternative metadata may be derived from the dynamic metadata from clause 6.2.5 of [1].
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Annex J (informative):
SL-HDR metadata indication for CMAF based applications

Annex H of ETSI TS 103 433-1 [1] appliesto the present document.
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Annex K (informative):
Use of SL-HDR in DVB Services

Annex | of ETSI TS 103 433-1 [1] appliesto the present document.
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Annex L (normative):
SL-HDR reconstruction metadata using VVC

Annex Jof ETSI TS 103 433-1 [1] specifies the format of the SEI message that carries the SL-HDR reconstruction
metadata for VV C specification (Recommendation ITU-T H.266 [8]) as well as the mapping between the syntax
elements of this SL-HDR Information SEI message and the dynamic metadata variables provided in clause 6 of ETSI
TS 103 433-1[1].

Annex J of [1] combined with the exceptions for "SL-HDR SEI message semantics' specified in Annex A of the present
document shall apply to the present document.
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Annex M (informative):
SL-HDR reconstruction metadata using a WebM container

Annex K of ETSI TS 103 433-1 [1] specifies the format of the SEI message that carries the SL-HDR reconstruction
metadata for coded video bitstreams stored in WebM files complying with the WebM Container Guidelines[i.10] as
well as the mapping between the syntax elements of this SL-HDR Information SEI message and the dynamic metadata
variables provided in clause 6 of ETSI TS 103 433-1 [1]. Video included in WebM containers may be compressed using
for instance the VP9 video codec [i.8].

Annex K of [1] combined with the exceptions for "SL-HDR SEI message semantics’ specified in Annex A of the
present document should apply to the present document. It should be taken into account that in a WebM file, separate
MDCV metadata associated with the video track is not included inaMDCV SEI message but in a MasteringM etadata
element.
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Annex N (informative):
SL-HDR reconstruction metadata using AV1

Annex L of ETSI TS 103 433-1 [1] specifies the format of the SEI message that carries the SL-HDR reconstruction
metadata for AV 1 specification [i.9] as well as the mapping between the syntax elements of this SL-HDR Information
SEI message and the dynamic metadata variables provided in clause 6 of ETSI TS 103 433-1 [1].

Annex L of [1] combined with the exceptions for "SL-HDR SEI message semantics' specified in Annex A of the
present document should apply to the present document. It should be taken into account that in an AV 1 bitstream,
separate MDCV metadatais not included inaMDCV SEI message but inaHDR MDCV Metadata OBU.
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Annex O (informative):

Change History

Date Version Information about changes
March 2017 Vv0.0.1 Early Draft
July 2017 Vv0.0.2 Stable Draft
September 2017 V0.0.3 Second Stable Draft
November 2017 Vv0.0.4 Draft for Approval
January 2018 V1.1.1 Publication
June 2019 V1.1.2 Early Draft
August 2019 V1.1.3 Stable Draft
November 2019 V1.1.4 Draft for Approval
February 2020 V1.1.5 Final Draft for Approval
March 2020 V1.2.1 Publication
December 2020 V1.2.2 Early Draft
January 2021 V1.2.3 Stable Draft
March 2021 V1.2.4 Final Draft for Approval
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History
Document history
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V121 March 2020 Publication
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